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Preface

This book presents my work in macroeconomics from 1994 to the present. Itisan
extension of thework in Fair (1984, 1994). The period since 1994 containsthe U.S.
stock market boom and what some consider to be a*“ new age” of high productivity
growth and low inflation. It is also the period that includes the introduction of the
euro. A number of chapters are directly concerned with these issues. This period
is also one of continuing large advances in computer speeds, which allows much
more to be done in Chapters 9-14 than could have been done earlier.

The macro theory that underlies thiswork is briefly outlined in Section 1.3 and
discussed in more detail in Chapter 2. It was first presented in Fair (1974). The
theory stresses microfoundations, and in this sense it is consistent with modern
macro theory. It does not, however, assume that expectations are rational, which
is contrary to much current practice. It makes a big difference whether or not one
assumes that expectations arerational. If they are not rational, the Lucas critiqueis
not likely to beaproblem, and one can follow the Cowles Commission methodol ogy
outlined in Section 1.2.

Therational expectations (RE) assumption is hard to test and work with empir-
icaly. The widespread use of this assumption has moved macroeconomics away
from standard econometric estimation toward calibration and matching moments.
The work in this book follows the Cowles Commission methodology and is thus
more empirical than much recent macro research: the data play alarger role here
in influencing the specification of the model. The empirical resultsin this book do
not support some current practices. The tests of the RE assumption in Chapter 2
are generally not supportive of it. The results discussed in Chapter 7 do not support
some of the key properties of what is called the “modern-view” model. Theresults
in Chapter 4 do not support the dynamics of the NAIRU model.

The advances in computer speeds have greatly expanded the feasibility of us-
ing stochastic simulation and bootstrapping. Chapter 9 provides an integration of
stochastic simulation in macroeconomics and bootstrapping in statistics. The avail-
ability of these techniques allows a way of dealing with possible non stationarity
problems. |f some variables are not stationary, the standard asymptotic formulas

XV



XVi PREFACE

may be poor approximations of the actual distributions, and in many cases the exact
distributions can be estimated. Chapter 4 contains an example of this. The working
hypothesisin this book is that variables are stationary around a deterministic trend.
This assumption is not tested, but, as just noted, exact distributions are sometimes
estimated. Regarding the RE assumption, theincreasein computer speeds has made
it computationally feasible to analyze even large scale RE models using stochastic
simulation and optimal control techniques. Thisis discussed in Chapter 13, where
alarge scale RE model is analyzed.

| am indebted to many people for helpful comments on the research covered
in this book. These include Don Andrews, Michael Binder, William Brainard,
Don Brown, Gregory Chow, Joel Horowitz, Lutz Kilian, Andrew Levin, William
Nordhaus, Adrian Pagan, David Reifschneider, Robert Shiller, and James Stock.
Sigridur Benediktsdottir, Daniel Mulino, Emi Nakamura, and Jon Steinsson read
the entire manuscript and made many useful suggestions.

Ray C. Fair
New Haven
January 2004



Chapter 1

Introduction

1.1 Outline of the Book

Thisbook analyzes anumber of macroeconomic issues using amulticountry econo-
metric model, denoted the MC model. The methodology followed in the construc-
tion of the model is discussed in the next section, and the theory behind the model
isdiscussed in Section 1.3. Therest of the chapter then presents the notation that is
used throughout the book and discusses the main estimation and testing techniques
that are used.

Chapter 2isareferencechapter: it and AppendicesA and B present thecomplete
MC model. Each stochastic equationinthe MC model istested in anumber of ways,
and the test results are presented in the tables in the appendices and discussed in
Chapter 2. One should get a sense from the test results how much confidence to
place on the various equations.

Section 2.3 presentsan overview of the model without detailsand notation. One
can read this section and skip the rest of Chapter 2 on first reading. The rest of the
chapter can be used for reference purposes as the rest of the book is read. Some
of the key test results, however, are presented in Chapter 2, and one may want to
look over these on first reading. The results show, for example, little support for
the RE assumption. Another important result in this chapter concerns the estimated
interest rateruleof the Fed. Thetest resultsdiscussed in Section 2.4.10 show that the
eguation is stable over the entire 1954:1-2002:3 period except for 1979:4-1982:3,
when the Fed announced that it was targeting monetary aggregates.

Chapter 3 tests the use of nominal versusreal interest ratesin consumption and
investment equations. The results strongly support the use of nomina over real
interest ratesin most expenditure equations. These results haveimplicationsfor the
analysis of inflation shocksin Chapter 7.
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Chapter 4 teststhedynamicsof theNAIRU model. Thepriceandwageequations
inthe MC model have quite different dynamic properties from those of the NAIRU
model, and so it is of interest to test the dynamics. The NAIRU dynamics are
generaly rejected. An alternative way of thinking about the relationship between
the price level and the unemployment rate is also proposed in Chapter 4, one in
which there is a highly nonlinear relationship at low values of the unemployment
rate.

Chapter 5 estimates the size of the wealth effect for the United States. The size
of the wealth effect isimportant in Chapter 6 in analyzing the effects of the stock
market boom in the last half of the 1990s on the economy.

Chapter 6 uses the MC model to examine the question of whether there were
important structural changes in the U.S. economy in the last half of the 1990s.
One of the hypotheses tested in Chapter 2 for each stochastic equation is that the
coefficients have not changed near the end of the sample period. For the United
States the end of the sample period is from the first quarter of 1995 on, and the
only main equation for which the hypothesisis rejected is the equation explaining
the change in stock prices. In other words, the only major structural change in the
U.S. economy in the last half of the 1990s appears to be in the determination of
stock prices. An experiment in Chapter 6 shows that had there not been a stock
market boom in the last half of the 1990s (and thus no large wealth effect), the U.S.
economy would not have looked unusual relative to historical experience. All the
unusual features appear to be caused by the wealth effect from the stock market
boom.

Chapter 7 examines a currently popular model in macroeconomics, called here
the“modern-view” model. Inthismodel apositiveinflation shock with the nominal
interest rate held constant is expansionary. In order for this model to be stable the
coefficient on inflation in the nominal interest rate rule must be greater than one.
The experiment in Chapter 7 showsthat a positive inflation shock in the MC model
with the nominal interest rate held constant is contractionary, not expansionary. The
MC model is stable even if the coefficient on inflation in the nominal interest rate
ruleis zero! The modern-view and MC models thus have quite different monetary
policy implications. The use of nominal over real interest ratesin the MC model,
which is discussed in Chapter 3, is one reason for the different responses of the
two models to an inflation shock. The other reasons concern real income and real
wealth effects that are in the MC model but not the modern-view model.

Chapter 8 estimates what inflation would have been in Europe in the 1980s had
the Bundesbank followed a more expansionary monetary policy. Although thisis
not an interesting exercise under the dynamics of the NAIRU model, it is of interest
under the dynamics of the price and wage equations in the MC model. (Remember
that the dynamics of the NAIRU model are generally rejected in Chapter 4.) The
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results show, for example, that aone percentage point fall in the German unempl oy-
ment rate is associated with aless than one percentage point increase in the German
inflation rate.

The rest of the book requires extensive numerical calculations. Chapter 9 dis-
cusses stochastic simulation and bootstrapping. It integrates for the general model
in this book the bootstrapping approach to evaluating estimators, initiated by Efron
(1979), and the stochastic simulation approach to evaluating models’ properties,
initiated by Adelman and Adelman (1959). A Monte Carlo experiment in Chapter 9
shows that the bootstrap works well for the U.S. part of the MC model regarding
coverage accuracy.

Chapter 10 is concerned with the solution of optimal control problems. The
standard approach to solving optimal control problems for the general model in
this book, outlined in Section 1.7, assumes certainty equivalence (CE). Although
this assumption is strictly valid only for the case of alinear model and a quadratic
objectivefunction, theresultsin Chapter 10 show that the errorsintroduced by using
the CE assumption for nonlinear models seem small. Thisis encouraging because
the CE assumption allows optimal control problemsto be solved that would not be
computationally feasible otherwise.

Chapter 11 examines the use of policy rules and the solving of optimal con-
trol problems for their ability to dampen economic fluctuations caused by random
shocks. Contrary to what would be the case using amodern-view model, even nom-
inal interest rate rules with a small or zero coefficient on inflation are stabilizing
in the MC model. Increasing the coefficient on inflation lowers price variability at
acost of increasing interest rate variability. The optimal control procedure with a
high weight on inflation relative to output in the loss function gives results that are
similar to the use of the estimated Fed rule mentioned above. The results also show
that atax rate rule could help stabilize the economy.

Chapter 12 uses stochastic simulation to examine the stabilization costs to Ger-
many, France, Italy, and the Netherlandsfrom joining the EMU. The estimated costs
are conditional on the use of a particular interest rate rule for each country before
the EMU and acommon rulethereafter. Using the estimated rulesinthe MC model,
the results show that Germany is hurt the most. Franceisactually helped by joining
the EMU because the estimated rule for France is not very stabilizing (the Bank of
Franceisestimated to have mostly just followed what the Bundesbank did), whereas
the EMU rule is partly stabilizing for France. There is a substantial stabilization
cost to the United Kingdom when it is added to the EMU, and the stabilization cost
to Germany is even larger if the United Kingdom joins.

Chapter 13 showsthat the stochastic simulation and optimal control calculations
in Chapter 11 that were performed to examine policy questions are computationally
feasible for models with rational expectations, even when the models are large and
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nonlinear. Most of the experimentsin this book thus do not require that the model
be anon RE model like the MC model in order to be computationally feasible. The
model analyzed in Chapter 13 is one with rational expectations in the bond market
and where households have rational expecations with respect to future values of
income.

Chapter 14 compares the accuracy of the U.S. part of the MC model to that of
simpler, time seriesmodels. The results show that considerable predictive power is
lost using simpler models.

Chapter 15 summarizes the main conclusions of this study.

1.2 Methodology

Themethodol ogy followed intheconstruction of theM C model iswhat iscalled here
the “ Cowles Commission approach.”! Theory is used to guide the choice of |eft-
hand-side and right-hand-side variables for the stochastic equations in the model,
and the resulting equations are estimated using a consistent estimation technique—
two-stage least squares (2SLS). In afew cases arestriction isimposed on the coef-
ficientsin an equation, and the equation is estimated with the restriction imposed.
Itis never the case that all the coefficientsin a stochastic equation are chosen ahead
of time and thus no estimation done: every stochastic equation is estimated. In this
sense the datarule.

Thetheory isthat househol ds form expectations of their relevant future variable
values and maximize expected utility. The main choice variables are expenditures
and labor supply. Similarly, firmsform expectationsand maximize expected profits.
The main choice variables are prices, wages, production, investment, employment,
and dividends. Firms are assumed to behave in a monopolistically competitive
environment.

It is assumed that expectations are not rational. Agents are assumed to be
forward looking in that they form expectations of future values that in turn affect
their current decisions, but these expectations are not assumed to berational (model
consistent). Agents are not assumed to know the complete model. This is not
to say, however, that expectations of future values are unaffected by current and
past values, they are just not obtained using predictions from the model. As noted
in the previous section, this book contains tests of the rational expectations (RE)
hypothesis, and in most cases the hypothesis is rejected. If expectations are not
rational, then the Lucas (1976) critique is not likely to be a problem.?

1See Section 1.2 in Fair (1994) for amore detailed discussion of this approach.
2Evans and Ramey (2003) have shown that in some cases the Lucas critique is a problem even if
expectations are not rational. These cases are specific to the Evans and Ramey framework, and it is
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The econometric assumption is made that all variables are stationary around a
deterministic trend. If this assumption iswrong, the estimated asymptotic standard
errorsmay be poor approximationsto the true standard errors. One way to examine
the accuracy of asymptotic distributions is to use a bootstrap procedure, which is
discussed in Chapter 9.

Much of the literature in macroeconomics in the last thirty years has used the
RE assumption, and much of the literature in time series econometrics has been
concerned with nonstationary variables. The previous two paragraphs have thus
assumed away a huge body of work, and some may want to stop reading here.
There is, however, no strong evidence in favor of the RE assumption (and some
againgt), and | don't find it plausible that enough people are sophisticated enough
for therational expectations assumption to be agood approximation. Regarding the
stationarity assumption, it iswell known that it is difficult to test whether avariable
is nonstationary versus stationary around a deterministic trend, and | don't see a
problem with taking the easier road. At worst the estimated standard errors are poor
approximations, and the bootstrap procedure can help examine this question.

In using theory asin this book there is much back and forth movement between
specification and estimation. If, for example, a variable or set of variables is not
significant or a coefficient estimate is of the wrong expected sign, one goes back to
the specification for possible changes. Because of this, there is aways a danger of
datamining—of finding astatistically significant relationship that isin fact spurious.
Testing is thus important, and much of this book is concerned with testing.

The methodology here is more empirically driven than the use of calibration,
which is currently popular in macroeconomics. The aim here isto explain the data
well within therestriction of afairly broad theoretical framework. Inthecalibration
literaturethe stressismore on examining theimplicationsof very specific theoretical
restrictions; thereisonly alimited amount of empirical disciplinein thespecification
choices. The aim in the calibration literature is not to find the model that best
explains, say, the quarterly paths of real GDP and inflation, which isthe aim of this
book.

The transition from theory asiit is used here to empirical specificationsis not
aways straightforward. The quality of the data are never as good as one might
like, so compromises have to be made. Also, extra assumptions usually have to be
made for the empirical specifications, in particular about unobserved variables like
expectations and about dynamics. There usualy is, in other words, considerable
“theorizing” involved in thistransition process. There are many examplesof thisin
Chapter 2.

unclear how much they can be generalized.
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1.3 Macro Theory

The “broad theoretical framework” mentioned above that has been used to guide
the specification of the MC model was first presented in Fair (1974). It is sum-
marized in Fair (1984), Chapter 3, and Fair(1994), Chapter 2. This work stresses
threeideas: 1) basing macroeconomics on solid microeconomic foundations, 2) al-
lowing for the possibility of disequilibrium in some markets, and 3) accounting for
all balance-sheet and flow of funds constraints. Households and firms make deci-
sions by solving maximization problems. Households' decision variables include
consumption, labor supply, and the demand for money. Firms' decision variables
include production, investment, employment, and the demand for money. Firmsare
assumed to behave in a monopolistically competitive environment, and prices and
wages are al so decision variables of firms. Thevalues of pricesand wagesthat firms
set are not necessarily market clearing. Disequilibrium in the goods markets takes
the form of unintended changes in inventories. Disequilibrium in the labor market
takes the form of unemployment, where households are constrained by firms from
working as much as the solutions of their unconstrained maximization problems
say they want to.

Disequilibrium comes about because of expectation errors. In order for afirm
to form correct (rational®) expectations, it would have to know the maximization
problems of al the other firms and of the households. Firms are not assumed to
have this much knowledge (i.e., they do not know the complete model), and so they
can make expectation errors.

Tax rates and most government spending variables are exogenousin the model.
Regarding monetary policy, in the early specification of the theoretical model—Fair
(1974)—the amount of government securities outstanding was taken as exogenous,
i.e, asapolicy variable of the monetary authority. In 1978 an estimated interest
rate rule was added to the empirical version of the model—Fair (1978)—which was
then added to the discussion of the theoretical model in Fair (1984), Chapter 3. The
rule is one in which the Fed “leans against the wind,” where the nominal interest
rate depends positively on the rate of inflation and on output or the unemployment
rate.

Interest rate rules are currently quite popular in macroeconomics. They are
usualy referred to as “Taylor rules’” from Taylor (1993), although they have a
long history. The first rule is in Dewald and Johnson (1963), who regressed the
Treasury bill rate on the constant, the Treasury bill rate lagged once, real GNP,
the unemployment rate, the balance-of-payments deficit, and the consumer price

3The simulation model that has been used to analyze the properties of the theoretical model is
deterministic, and so rational expectations in this context are perfect foresight expectations.
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index. Thenext examplecanbefoundin Christian (1968), followed by many others.
Theserulesshould thus probably be called Dewald-Johnson rules, since Dewald and
Johnson preceded Taylor by about 30 years!

Because the model accountsfor all flow-of-fund and balance-sheet constraints,
there is no natura distinction between stock market and flow market determina
tion of exchange rates. This distinction played an important role in exchange rate
modeling in the 1970s. In the model an exchange rate is merely one endogenous
variable out of many, and in no rigorous sense can it be said to be the variable that
clears a particular market.

Various properties of the theoretical model are referred to in the specification
discussion of the empirical model in the next chapter. The reader is referred to the
earlier referencesfor adetailed discussion of the theoretical model. Thisdiscussion
is not repeated in this book.

1.4 Notation and 2SLS Estimation

Thegeneral model considered inthisbook isdynamic, nonlinear, and simultaneous:

i yiets oo s Yimpy Xs0) =uy, i=1...,n, t=1...,T, (1.1

where y, is an n—dimensional vector of endogenous variables, x, is a vector of
exogenous variables, and «; is a vector of coefficients. The first m equations are
assumed to be stochastic, with the remaining equations identities. The vector of

error terms, u; = (uy, ..., Uy, iSassumed to beiid. The function f; may be
nonlinear in variables and coefficients. u; will be used to denote the T—dimensiond
vector (u;1, ..., u;ir).

This specificationisfairly general. Itincludesasaspecia casethe VAR model.
It also incorporates autoregressive errors. If the origina error term in equation i
followsarth order autoregressive process, say w;; = p1; Wir—1+. . .+ 0Ori Wiy +Uis,
then equation i in model 1.1 can be assumed to have been transformed into one
with u;, on the right hand side. The autoregressive coefficients p4;, ..., p,; ae
incorporated into the «; coefficient vector, and additional lagged variable values
are introduced. This transformation makes the equation nonlinear in coefficients
if it were not otherwise, but this adds no further complications because the model
is already allowed to be nonlinear. The assumption that u, isiid is thus not as
restrictive as it would be if the model were required to be linear in coefficients.

Although it is not assumed that expectations are rationa in the MC model,
some of the work in this book uses the RE assumption. For a model with rational
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expectations, the notation is:*

ﬁ(yts Yi—1, -+ Yt—p> El—lyta Et—lyH—l’ ceey Et—lyt+/’lv Xt, ai) = Uit (1 2)
i=1....,n, t=1...,T, )

where E,_; is the conditional expectations operator based on the model and on
information through period + — 1. The function f; may be nonlinear in variables,
parameters, and expectations.

For the non RE model 1.1 the 2SL S estimate of «; is obtained by minimizing

Si =u,Z(Z,Z) 1 Z}u, (1.3)

with respect to «;, where Z; isaT x K; matrix of first stage regressors. When a
stochastic equation for a country is estimated by 2SL S in this book, the first stage
regressors are the main predetermined variablesfor the country. The predetermined
variablesareassumed to be correlated with theright-hand-side endogenousvariables
in the equation but not with the error term.

Theestimation of RE model sisdiscussed inthenext section under thediscussion
of leads. The solution of RE models is discussed in Section 13.3. Although RE
models are considerably more costly to solve in terms of computer time, Chapter
13 shows that both optimal control and stochastic simulation are computationally
feasible for such models.

1.5 Testing Single Equations

Each of the stochastic equations of the MC model has been tested in a number of
ways. Thefollowing isabrief outline of these tests.

Chi-Square Tests

Many single equation tests are simply of the form of adding a variable or a set of
variables to an equation and testing whether the addition is statistically significant.
Let S;* denote the value of the minimand before the addition, let S* denote the
value after the addition, and let ;; denote the estimated variance of the error term
after the addition. Under fairly general conditions, as discussed in Andrews and
Fair (1988), (S;* — S;)/6;; isdistributed as x 2 with k degrees of freedom, where k
is the number of variables added. For the 2SL S estimator the minimand is defined
in equation 1.3. Possible applications of the x 2 test are the following.

4Thetreatment of autoregressive errorsis more complicated in the RE model becauseit introduces
more than one viewpoint date. Thisis discussed in Fair and Taylor (1983, 1990).
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Dynamic Specification

Many macroeconomic equations include the lagged dependent variable and other
lagged endogenousvariablesamong theexplanatory variables. A test of thedynamic
specification of aparticular equation isto add further lagged values to the equation
and see if they are significant. If, for example, in equation 1 y;, is explained by
Yor, ¥3r—1, and x1,_», then the variables added are y1,_1, yor_1, Y32, and xy,_3. If
in addition y;, 1 is an explanatory variable, then y1, » is added. Hendry, Pagan,
and Sargan (1984) show that adding these lagged values is quite general in that
it encompasses many different types of dynamic specifications. Therefore, adding
the lagged values and testing for their significance is atest against afairly general
dynamic specification. Thistest iscalled the “lags’ test in Chapter 2.

The lagstest also concernsthe accel eration principle.® If, for example, thelevel
of incomeis specified as an explanatory variablein an expenditure equation, but the
correct specification isthe change in income, then when lagged income is added as
an explanatory variable with the current level of income included, the lagged value
should be significant. If the lagged value is not significant, thisis evidence against
the use of the change in income.

Time Trend

Long before unit roots and cointegration became popular, model builders worried
about picking up spurious correlation from common trending variables. One check
onwhether the correlation might be spuriousisto add thetimetrend to the equation.
If adding thetimetrend to the equation substantially changes some of the coefficient
estimates, this is cause for concern. A simple test is to add the time trend to the
eguation and test if this addition is significant. Thistest is called the “T” test in
Chapter 2.

Serial Correlation of the Error Term

As noted in Section 1.4, if the error term in an equation follows an autoregressive
process, the equation can be transformed and the coefficients of the autoregressive
process can be estimated along with the structural coefficients. Even if, say, afirst
order process has been assumed and the first order coefficient estimated, it is till
of interest to seeif thereis serial correlation of the (transformed) error term. This
can be done by assuming a more general process for the error term and testing its
significance. If, for example, the addition of asecond order processover afirst order
process results in a significant increase in explanatory power, thisis evidence that

5See Chow (1968) for an early analysis of the acceleration principle.
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the serial correlation properties of the error term have not been properly accounted
for. Thistest iscaled the“RHO” test in Chapter 2.

Leads (Rational Expectations)

Adding values led one or more periods and using Hansen’s (1982) method for the
estimation isaway of testing the hypothesis that expectations arerational. The test
of the RE hypothesisisto add variable values|ed one or more periodsto an equation
and estimate the resulting equation using Hansen's method. If the led values are
not significant, thisis evidence against the RE hypothesis.

For example, say that E;_1y,,.1 and E;_1y» > are postulated to be explanatory
variablesin the first equation in model 1.2, where the expectations are assumed to
berational. If it isassumed that variablesin amatrix Z; are used in part by agents
in forming their (rational) expectations, then Hansen's method in this context is
simply 2SLS with adjustment for the moving average process of the error term.
The expectations variables are replaced by the actual values y,,, ;1 and y;,», and the
first stage regressors are the variablesin Z;. Consistent estimation does not require
that Z; include al the variables used by agents in forming their expectations. The
requirement for consistency isthat Z; be uncorrelated with the expectation errors,
which istrueif expectations are rational and Z; is at least a subset of the variables
used by the agents.®

If the coefficient estimates of y,; 1 and y,;,» are insignificant, thisis evidence
against the RE hypothesis. For the “leads’ tests in Chapter 2 three sets of led
values are tried per equation. For the first set the values of the relevant variables
led once are added; for the second set the values led one through four quarters are
added; and for the third set the values led one through eight quarters are added,
where the coefficients for each variable are constrained to lie on a second degree
polynomial with an end point constraint of zero. The test in each caseisa x? test
that the additional variables are significant. The three tests are called “Leads +1,
“Leads +4,” and “Leads +8."

AP Stability Test

A useful stability test is the Andrews and Ploberger (AP) (1994) test. It does not
require that the date of the structural change be chosen a priori. If the overall
sample period is 1 through T, the hypothesis tested is that a structural change
occurred between observations 71 and 75, where T; isan observation closeto 1 and
T> isan observation closeto T'.

SFor more details, including the case in which u;, in model 1.2 is serialy correlated, see
Fair (1993b) or Fair (1994), pp. 65-70.
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The particular AP test used in this book is as follows.

1. Computethe x 2 valuefor the hypothesis that the change occurred at observa-
tion 7T1. Thisrequires estimating the equation three times—once each for the
estimation periods 1 through Ty — 1, T; through T', and 1 through T'. Denote
thisvalueas x2@. 7

2. Repeat step 1 for the hypothesisthat the change occurred at observation 71+ 1.
Denote this x? value as x??. Keep doing this through the hypothesis that
the change occurred at observation 7». Thisresultsin N = To, — Ty + 1 x2
values being computed—y 2@, ..., 2N,

3. The Andrews-Ploberger test statistic (denoted AP) is

AP =log[(e?*™” + ...+ e2X"™)/N]. (1.4)

In words, the AP statistic is a weighted average of the x? values, where
there is one x? value for each possible split in the sample period between
observations 71 and T».

Asymptotic critical values for AP are presented in Tables | and 11 in Andrews
and Ploberger (1994). The critical values depend on the number of coefficients
in the equation and on a parameter A, where in the present context A = [7(1 —
7'[1)]/[7'[1(1 — )], Wherenl = (T, — 5)/T and = (Tr — 5)/T

If the AP value is significant, it may be of interest to examine the individual
x? values to see where the maximum value occurred. Thisis likely to give one a
general idea of where the structural change occurred even though the AP test does
not reveal thisin any rigorous way.

In Chapter 2 three AP tests are computed for each stochastic equation for the
United Statescorresponding to threedifferent pairsof 73, T, values: 1970.1, 1979.4;
1975.1, 1984.4; and 1980.1, 1989.4. One AP test is computed for each of the other

When the 2SL S estimator is used, this x 2 valueis computed as follows. Let Sl.(l) be the value of
the minimand in equation 1.3 for the first estimation period, and let Sl.(z) be the value for the second

estimation period. Define S} = Si(l) + Si(z). Let S7* be the value of the minimand in 1.3 when the
equation is estimated over the full estimation period. When estimating over the full period, the Z;
matrix used for the full period must be the union of the matrices used for the two subperiodsin order
to make S;* comparable to S}. This means that for each first stage regressor z;, two variables must
be used in Z; for the full estimation period, one that is equal to z;, for the first subperiod and zero
otherwise and one that is equal to z;, for the second subperiod and zero otherwise. The x2 valueis
then (S7* — $7)/6;;, where 6;; is equal to the sum of the sums of squared residuals from the first
and second estimation periods divided by T — 2k;, where k; is the number of estimated coefficients
in the equation.
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stochastic equations (for the other countries), with 71 40 quarters or 10 years after
the first observation and 7> 40 quarters or 10 years before the last observation. A
* is put before the AP value if the value is significant at the 99 percent confidence
level. The null hypothesisisthat there is no structural change.

Dummy variables that take on a value of 1.0 during certain quarters or years
and 0.0 otherwise appear in a few of the stochastic equations of the MC model.
For example, there are four dummy variablesin the U.S. import equation that are,
respectively, 1.0 in 1969:1, 1969:2, 1971:4, and 1972:1 and 0.0 otherwise. These
are meant to pick up effects of two dock strikes. A dummy variable coefficient
obviously cannot be estimated for sample periods in which the dummy variable is
always zero. This rules out the use of the AP test if some of the sample periods
that are used in the test have al zero values for at least one dummy variable. To
get around this problem when performing the test, all dummy variable coefficients
weretaken to befixed and equal to their estimates based on the entire sample period.
Thiswas also done for the end-of -sample stability test discussed next.

End-of-Sample Stability Test

As mentioned above, some consider that the U.S. economy entered a new age in
the 1990s. An interesting test of thisisto test the hypothesis that the coefficientsin
the U.S. stochastic egquations differ, say, beginning about 1995. Consider the null
hypothesis that the coefficients in an equation are the same over the entire 1954:1—
2002:3 period. Thealternative hypothesisisthat the coefficientsare different before
and after 1995:1. There are 195 total observationsand 31 observationsfrom 1995:1
on. If the potential break point were earlier in the sample period, the methods in
Andrews and Fair (1988) could be used to test the hypothesis. These methods cover
the 2SL S estimator. However, given that there are only 31 observations after the
potential break point, these methods are not practical because the number of first
stage regressors is close to the number of observations. In other words, it is not
practical to estimate the equations using only observations for the 1995:1-2002:3
period, which the methods require.

The end-of-sampl e stahility test developed in Andrews (2003) can be used when
there are fewer observations after the potential break point than regressors. Thetest
used in this book is what Andrews calls the P, test. In the present context this test
isas follows (again, the estimation method is 2SLS):

1. Estimate the equation to be tested over the whole period 1954:1-2002:3 (195
observations). Let d denotethe sum of squared residualsfrom thisregression
for the 1995:1-2002:3 period (31 observations).
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2. Consider 134 different subsets of the basic 1954.:1-1994:4 sample period.
For thefirst subset estimate the equation using observations 16-164, and use
these coefficient estimates to compute the sum of squared residuals for the
1-31 period. Let d; denote this sum of squared residuals. For the second
subset estimate the equation using observations 1 and 17-164, and use these
coefficient estimates to compute the sum of squared residuals for the 2-32
period. Let d, denote this sum of sguared residuals. For the last (134th)
subset estimate the equation using observations 1-133 and 149164, and use
these coefficient estimates to compute the sum of squared residuals for the
134-164 period. Let di34 denote this sum of squared residuals. Then sort d;
bysize(i =1, ..., 134).

3. Observe where d falls within the distribution of d;. If, say, d exceeds 95
percent of the d; values and a 95 percent confidence level is being used, then
the hypothesis of stahility is rejected. The p-value is simply the percent of
the d; valuesthat lie above d.

Notein step 2 that each of the 134 sample periods used to estimate the coefficients
includeshalf (rounded up) of the observationsfor whichthe sum of squared residuals
is computed. This choice is ad hoc, but a fairly natural finite sample adjustment.
The adjustment works well in Andrews' simulations.

In Chapter 2 one end-of-sample test is computed for each stochastic equation.
For the United States the end period is 1995.1-2002.3. For the other countries the
end period usualy begins 12 quarters or 3 years before the last observation. In
Chapter 6 the end-of-sample test is also computed for each stochastic equation for
the United States for the end period 1995:1-2000:4.

Test of Overidentifying Restrictions

A common test of overidentifying restrictions when using 2SLS is to regress the
2SL Sresiduals, denoted 7;, on Z; and compute the R2. Then T - R? is distributed
as qu, where ¢ is the number of variablesin Z; minus the number of explanatory
variables in the equation being estimated.2 The null hypothesis is that all the first
stage regressors are uncorrelated with u;. If T - R? exceeds the specified critical
value, the null hypothesisis rejected, and one would conclude that at least some of
thefirst stage regressors are not predetermined. Thistest isdenoted “overid” in the
tables discussed in Chapter 2.

8See Wooldridge (2000), pp. 484-485, for aclear discussion of this.
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Confidence Levels and Response to Rejections

Unless stated otherwise, a hypothesis will be said to be rejected if the p-value for
the test islessthan .01. If ahypothesisis not rejected, the test will be said to have
been “passed.” For example, if aleadstest is passed, this means that the led values
are not significant, which isarejection of the RE hypothesis. A coefficient estimate
will be said to be significant if itst-statistic is greater than 2.0 in absolute value. A
variable will be said to be significant if its coefficient estimate is significant.

It will be seenin Chapter 2 that a number of tests are not passed. If an equation
does not pass atest, it is not always clear what should be done. If, for example, the
hypothesis of structural stability is rejected, one possibility isto divide the sample
period into two parts and estimate two separate equations. If thisis done, however,
the resulting coefficient estimates are not always sensibleinterms of what onewould
expect fromtheory. Similarly, when the additional lagged values are significant, the
equation with the additional lagged values does not always have what one would
consider sensible dynamic properties. In other words, when an equation fails atest,
the change in the equation that the test results suggest may not produce what seem
to be sensible results. In many cases, the best choice seems to be to stay with the
original equation eventhoughit failed thetest. Some of thisdifficulty may bedueto
small sample problems, which will lessen over time as sample sizesincrease. This
isanimportant areafor futurework and iswhat makes macroeconomicsinteresting.
Obviously less confidence should be placed on equations that fail a number of the
tests than on those that do not.

1.6 Testing Complete Models

Oncetheq; coefficientsin model 1.1 have been estimated, the model can be solved.
For adeterministic simulation the error termsu;, are set to zero. A dynamic simula-
tionisoneinwhichthe predicted val ues of the endogenous variablesfor past periods
are used asvaluesfor the lagged endogenous variables when solving for the current
period. The solution technique for nonlinear models is usually the Gauss-Seidel
technique.®

One widely used measure of fit is root mean squared error (RMSE). Let j;;
denote the predicted value of endogenous variable i for period 7. If the solution

9See Fair (1984), Chapter 7, for ba discussion of the use of the Gauss-Seidel technique in the
present context.
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period is 1 through S, the RMSE is:

s
1 R
RMSE; = J 3 E (ir — yir)?. (15)
=1

There are anumber of potential problemsin using the RMSE criterion to com-
pare different models. One potential problem is data mining, where much specifi-
cation searching may have been done to obtain good fits. In this case RM SEs may
be low because of the searching and not be an adequate reflection of how well the
model has approximated the economy. One answer to thisis to compute RM SEs
for periods outside the estimation period, whereless searching islikely to have been
done. An even better answer is, data permitting, to compute RM SEs for periods
that were not known at the time of the specification and estimation of the model.

Another potential problem is that models may be based on different sets of
exogenous variables. One model may have lower RMSEs than another simply
because it takes more variables to be exogenous. One answer to thisisto estimate
autoregressive equations for the exogenous variabl es and add these equationsto the
model, which produces a model with no exogenous variables. RMSEs from the
expanded models can then be compared.

It may be that one model has lower RM SEs than another but that the predic-
tions from both models have independent information. The procedure in Fair and
Shiller (1990), denoted the “FS method” in this book, can be used to examine this
question. The procedure is to regress (over the prediction period) the actua value
of avariable on the constant term and predictions from two or more models. If one
model’s prediction has all the information in it that the other predictions have plus
some, then its coefficient estimate should be significant and the others not. If, on
the other hand, all the predictions have independent information, all the coefficient
estimates should be significant.

Coming back to RMSES, they are not in genera estimates of prediction error
variances because these variances generally vary acrosstime. Prediction error vari-
ances vary across time because of nonlinearitiesin the model, because of variation
in the exogenous variables, and because of variation in the initial conditions. This
problem can be handled by using stochastic simulation to estimate variances. A
stochastic simulation requires many solutions of the model, where each solution is
based on a particular draw of the u;, error termsin model 1.1. Stochastic simula-
tion is used in this book beginning with Chapter 9. Chapter 14 is concerned with
comparing different models using RM SEs and the FS method and with estimating
variation using stochastic simulation.
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1.7 Solving Optimal Control Problems

For some of thework in thisbook optimal control problems need to be solved using
model 1.1. Under the assumption of certainty equivalence, a useful techniqueis as
follows.

Assume that the period of interest is s through S and that the objective is to
maximize the expected value of W subject to the model 1.1, where W is

S
W = th(yt,xt)- (16)

Let z, be the vector of control variables, where z, is asubset of x,, and let z be the
vector of al the control values: z = (zy, ..., zs). Under the CE assumption, the
control problem issolved at the beginning of period s by setting the errorsfor period
s and beyond equal to zero. If thisisdone, then for each value of z one can compute
avalue of W by first solving the model for yy, ..., ys and then using these values
along with thevaluesfor x;, ..., xs to compute W in equation 1.6. Stated thisway,
the optimal control problemischoosing variables (the elements of z) to maximizean
unconstrained nonlinear function. By substitution, the constrained maximization
problem is transformed into the problem of maximizing an unconstrained function
of the control variables:

W = ®(2), 1.7

where & stands for the mapping z — y;, ..., ys, X5, ..., xs —> W. Given this
setup, the problem can be turned over to a nonlinear optimization algorithm like
Davidon-Fletcher-Powell (DFP). For each iteration of the algorithm, the derivatives
of ® with respect to the elements of z, which are needed by the algorithm, can be
computed numerically. An agorithm like DFP is generally quite good at finding
the optimum for atypical control problem.°

Let z¥ be the computed optimal value of z;. This is the value that would be
implemented for period s by the control authority. Although the control problem
also calculates the optimal values for periods s + 1 through S, in practice these
would never have to be implemented because a new problem could be solved at
the beginning of period s + 1 after period s was realized. This is the “open-loop
feedback” approach. Chapter 10 examines the sensitivity of optimal control results
to the use of the CE assumption.

10see Fair (1974a) for various applications of this procedure. See also Fair (1984), Section 2.5, for
adiscussion of the DFP agorithm.



1.8. THE FP PROGRAM AND THE WEBSITE 17

1.8 The FP Program and the Website

All the calculations in this book have been done using the Fair-Parke (FP) program
(2003). The first version of this program was available in 1980, and it has been
expanded over time. See Fair (1984), Appendix C, for adiscussion of the logic of
the program. One of the advantages of the program isthat it allowsthe user to move
easily from the estimation of individual equations to the solution and analysis of
the entire model.

The FP program can be downloaded from the website:
http://fairmodel.econ.yaleedu. The datasets for the US model and for the
overall MC mode that are used by the FP program can aso be downloaded.
With these datasets and the FP program, al the calculations in this book can be
duplicated. One can aso work with the US and MC models online, athough
estimation and stochastic simulation cannot be done online. Everything on the
websiteisfree.
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Chapter 2

The MC Model

2.1 The Model in Tables

Thisis areference chapter for the MC model. Sections 2.4 and 2.5 can be skipped
on first reading. This section outlines the presentation of the model in tables, and
the next section discusses the treatment of expectations. Section 2.3 then gives a
general overview of the model. Sections 2.4 and 2.5 discuss the model in detail.

There are 39 countries in the MC model for which stochastic equations are
estimated. The countries are listed in Table B.1 in Appendix B. There are 31
stochastic equations for the United States and up to 15 each for the other countries.
The total number of stochastic equationsis 362, and the total number of estimated
coefficientsis 1,646. In addition, there are 1,111 estimated trade share equations.
The total number of endogenous and exogenous variables, not counting various
transformations of the variables and the trade share variables, isabout 2,000. Trade
share data were collected for 59 countries, and so the trade share matrix is59 x 59.

The estimation periods begin in 1954 for the United States and as soon after
1960 as data permit for the other countries. They end between 1998 and 2002.
The estimation technique is 2SLS except when there are too few observations to
make the technique practical, where ordinary least squaresis used. The estimation
accounts for possible seria correlation of the error terms. The variables used for
the first stage regressors for a country are the main predetermined variables in the
model for the country.

Thereisamixtureof quarterly and annual datainthemodel. Quarterly equations
are estimated for 14 countries, and annual equations are estimated for the remaining
25. However, all thetrade share equations are quarterly. Thereare quarterly dataon
al the variables that feed into the trade share equations, namely the exchange rate,
thelocal currency price of exports, and thetotal value of importsper country. When

19
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the model is solved, the predicted annual values of these variables for the annual
countries are converted to predicted quarterly values using a simple distribution
assumption. The quarterly predicted values from the trade share equations are
converted to annual values by summation or averaging when this is needed. The
solution of the MC model is explained in Section B.6 in Appendix B.

For ease of reference the United States part of the overall MC model is denoted
the “US” model and the remaining part is denoted the “ROW” model. The ROW
model consists of the individua models of all the other countries. Also, all the
equationsthat pertainto thelinksamong countries, such asthetrade share equations,
are put in the ROW model. There are 30 stochastic equations for the US model
alone and one additiona equation when the US model is imbedded in the overall
MC model.

Thediscussion of themodel in Sections 2.4 and 2.5 reliesheavily onthetablesin
AppendicesA and B. All the variables and equations in the US model are presented
in Appendix A. Table A.1 lists the six sectors of the model, and Table A.2 lists all
the variables in alphabetical order. All the equations, both the stochastic equations
and the identities, are listed in Table A.3, but not the coefficient estimates. The
coefficient estimates and test results are presented in Table A.4 for the 30 stochastic
equations. Within Table A.4, Table A1l refers to equation 1, Table A2 refers to
equation 2, and so on through Table A30.

Theremaining tablesin Appendix A arefor completeness. They allow the model
be reproduced by someone else. These tables can be skipped if desired. Table A.5
lists the “raw data’ variables, i.e., the variables for which data were collected.
TableA.6 showsthe links using the raw data variabl es between the national income
and product accounts (NIPA) and the flow of funds accounts (FFA). Table A.7
shows how the variablesin the model were constructed from the raw data variables.
Table A.8 shows how the maodel is solved under alternative assumptions about
monetary policy. Table A.9 lists the first stage regressors used for each equation
for the 2SL S estimator. Finally, Table A.10 shows which variables appear in which
equations. Itisuseful for tracking the effects of various variables.

Appendix B doesfor the ROW model what Appendix A doesfor the US model.
Table B.1 lists the countries in the model, and Table B.2 lists all the variables for a
given country in aphabetical order. Table B.2 also shows how each variable in the
model is constructed from the data. All the equations, both the stochastic equations
and the identities, are listed in Table B.3, but not the coefficient estimates. The
coefficient estimates and test results are presented in Table B.4 for the stochastic
equations. Thereare up to 15 equations per country, and within Table B.4, Table B1
refers to equation 1, Table B2 refers to equation 2, and so on through Table B15.
Table B.5 shows the links between the US and ROW models, and Table B.6 shows
how the balance of payments datawere used. There are afew other versions of the
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US model from the one presented in Appendix A, and these versions are discussed
asthey are used.

In presenting the stochastic equations in this chapter, ¢, is used to denote the
error term in the equation. w, is aso used sometimes. Also, the ¢ subscript is
sometimes dropped when there is no confusion about the time period.

2.2 Treatment of Expectations

It will be seen that lagged dependent variables are used as explanatory variablesin
many of the equations. They are generally highly significant even after accounting
for any autoregressive properties of the error terms. It is well known that lagged
dependent variables can be accounting for either partial adjustment effects or ex-
pectational effects and that it is difficult to identify the two effects separately.! For
the most part no attempt is made in the empirical work in this book to separate the
two effects. Therational expectations assumption is, however, tested in the manner
discussed in Section 1.5. Also, since most of the equations are estimated by 2SL S,
one can think of the predicted values from thefirst stage regressions as representing
the predictions of the agentsif it is assumed that agents know the values of thefirst
stage regressors at the time they make their decisions.

For some of the tests specific measures of expectations are used. For example,
two measures of inflationary expectations that are used are pg, = (P;/Pi—4) — 1
and pg, = (P,/Pi_g)® — 1, where P, isthe price level in quarter ¢.

2.3 An Overview of the Model

Because of the MC model’ssize, it isdifficult to get abig picture of how it works. In
this section an attempt is made to give an overview of the model for agiven country
without getting bogged down in details and notation. The model for the United
States is more detailed than the models for the other countries, and the discussion
in this section pertains only to the models for the other countries. Table 2.1 isused
as aframework for discussion. The table outlines for a given country how thirteen
variables are determined. The first seven (consumption, investment, imports, do-
mestic pricelevel, short term interest rate, exchange rate, and export pricelevel) are
determined by estimated equations; the next two (import price level and exports)
are determined when all the countries are linked together; and the last four (output,
current account, net assets, and world price level) are determined by identities.

1See Fair (1984), Section 2.2.2, for adiscussion of this.
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Table 2.1
Determination of Some Variables per Country in the ROW Model

Explanatory Variables

Interest
Rates Net Domestic  Import  World
Output or Short Assets Price Price Price

Income & Long (Wealth) Level Level Level

Estimated Equations

1 Consumption + - +
2 Investment + -
3 Imports +4 - + —
4 Domestic Price Level + +
5 Interest Rate (Short) + +b
6 Exchange Rate” - — +
7  Export Price Level + +
Export
Export Prices
Price Exchange Other
Level Ratef Countries
When Countries are
Linked Together
8  Import Price Level + +
9  Exports - + +
Identities

10  Output = Consumption + Investment + Government Spending + Exports — Imports
11 Current Account = Export Price Level x Exports — Import Price Level xImports

12 Net Assets = Net Assets previous period + Current Account

13 World Price Level= Weighted average of all countries’ Export Prices

4Explanatory variable is consumption plus investment plus government spending.
bRate of Inflation.
“Exchange rate islocal currency per dollar, so an increase is a depreciation.

Unless otherwise stated, the price levelsare pricesinlocal currency. Consump-
tion, investment, imports, exports, and output areinreal (loca currency) terms. The
exchangerateislocal currency per USdollar, so an increasein the exchangerateis
adepreciation of the currency relative to the dollar.

The following discussion ignores dynamic issues. In most estimated egquations
there is a lagged dependent variable among the explanatory variables to pick up
partial adjustment and/or expectational effects, but these variables are not listed in
the table. Inventory investment is not discussed; the labor sector is not discussed;
the interaction between prices and wages is not discussed; and the relationship
between the short term and long term interest rateisnot discussed. Finally, interms
of what is not discussed, it should be kept in mind that not every effect exists for
every country.

The seven variables determined by estimated equationsin Table 2.1 are;
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1. Consumptiondependsonincome, an interest rate, and wealth. Wealth isthe
net assets of the country vis-a-vis the rest of the world. The interest rateis
either the short rate or the long rate. Monetary policy thus has a direct effect
on consumption through the interest rate variables.

2. Investment depends on output and an interest rate. As with consumption,
monetary policy has a direct effect on investment through the interest rate
variables.

3. Thelevel of imports depends on consumption plus investment plus govern-
ment spending, on the domestic price level, and on the import price level.
The price variables areimportant in this equation. If, for example, theimport
price level rises relative to the domestic price level, this has a negative effect
on import demand. A depreciation of the country’s currency thus lowers the
demand for imports because it increases the import price level.

4. Thedomestic price leveldepends on output and theimport pricelevel, where
output is meant to represent some measure of demand pressure. The import
price levd is akey variable in this equation. It is significant for almost all
countries. When the import price level rises, this has a positive effect on the
prices of domestically produced goods. This is the main channel through
which a depreciation of the country’s currency affects the domestic price
level.

5. Theshort term interest rate depends on output and the rate of inflation. The
estimated equation for the interest rate is interpreted as an interest rate rule
of the monetary authority. The estimated interest rate rules for the various
countriesare “leaning against thewind” equations. Other things being equal,
anincreasein output or anincreasein therate of inflation leadsto an increase
in the interest rate.

6. The exchange ratedepends on the short term interest rate and the domestic
price level. All the explanatory variables are relative to the respective U.S.
variables if the exchange rate is relative to the dollar and are relative to the
respective German variables if the exchange rate is relative to the DM. A
depreciation of a country’s currency occurs if there is a relative decrease in
the country’sinterest rate or arelative increase in the country’s price level.

7. Theexport price levelinlocal currency isdetermined as aweighted average
of the domestic pricelevel and aworld pricelevel convertedtolocal currency,
wheretheweight isestimated. |f theweight ontheworld pricelevel converted
tolocal currency isone (and thusthe weight on the domestic price level zero),
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the country is a complete price taker on world markets. In this case, if the
world price level in dollarsislittle affected by the individua country, then a
depreciation of a country’s currency of a given percent increases the export
price level in local currency by roughly the same percent (since the world
pricelevel convertedtolocal currency increasesby roughly the samepercent),
leaving the export price level in dollars roughly unchanged. Otherwise, the
export price level in dollars falls with a depreciation, where the size of the
fall depends on the estimated weight in the equation.

Thenext two variablesin Table 2.1 are determined when the countriesare linked
together.

8 The import price level in loca currency for a given country i depends on
its dollar exchange rate and other countries' export prices in dollars. The
import price level is aweighted average of al other countries’ export prices
converted to local currency, with a weight for a particular country j being
the amount imported by i from j as a fraction of i’s total imports. If there
isadepreciation of i’s currency and no change in the other countries’ export
pricesintheir own local currency, then theimport pricelevel inlocal currency
will rise by the full percent of the depreciation.

9 Thetotal level of exportsfor agiven country i isthesum of itsexportstoal the
other countries. Theamount that country i exportsto country j isdetermined
by the trade share equations. The share of j'stotal importsimported from i
depends on i’s export price level in dollars relative to a weighted average of
all the other countries’ export pricelevelsin dollars. Thehigher isi’'srelative
export price level, the lower isi’s share of j'stotal imports. Thereare 1,111
estimated trade share equations. Many estimated equations are thus involved
in determining the response of a country’s total exports to a change in its
export price level.

The four identities in Table 2.1 are straightforward. They determine, respec-
tively, output, the current account, net assetsand the world price level.

Effects of a Depreciation

Table 2.1 can be used to trace through the effects of a depreciation of a country’s
currency. Thiswill beuseful for understanding theexperiment in Chapter 8. Assume
that there is an exogenous depreciation of a country’s currency. The depreciation
raises the import price level in local currency. The increase in the import price
level then has two main effects, other things being equal. The first is that the
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demand for imports falls (equation 3), and the second is that the domestic price
level rises (equation 4). (All the equation references in the rest of this section are
tothe equationsin Table 2.1.) The depreciation also reduces the price of exportsin
dollarsunlessthe country isacomplete pricetaker (equation 7). Thedecreaseinthe
priceof exportsindollarsleadsto anincreaseinthe demand for the country’sexports
(equation 9). The depreciation is thus expansionary and inflationary: the level of
importsfals, the level of exports rises, and the domestic price level increases. The
effect on the current account is ambiguous because of the usual “J-curve’ reasons.

Effects of an Interest Rate Decrease

Table 2.1 can aso be used to trace through the effects of a decrease in a country’s
interest rate. Assumethat thereisan exogenousdecreasein acountry’sinterest rate.
This leads, other things being equal, to an increase in consumption and investment
(equations1and2). Italsoleadstoadepreciation of thecountry’scurrency (equation
6), which has the effects discussed above. In particular, exports increase (equation
9). The effect on aggregate demand in the country from the interest rate decrease
is thus positive from the increase in consumption, investment, and exports.

There are two main effects on imports, one positive and one negative (equation
3). Thepositiveeffect isthat consumption and investment are higher, some of which
isimported. The negative effect isthat the price of importsin higher because of the
depreciation, which has a negative effect on the demand for imports. The net effect
on imports can thus go either way.

There is also a positive effect on the price level. As noted above, the depreci-
ation leads to an increase in the price of imports (equation 8). Thisin turn has a
positive effect on the domestic price level (equation 4). In addition, if aggregate
demand increases, this increases demand pressure, which has a positive effect on
the domestic price level (also equation 4).

There are other effects that follow from these, including effects back on the
short-term interest rate itself through the interest rate rule (equation 5), but these
are typically second order in nature, especially in the short run. The main effects
are asjust described. The decrease in acountry’sinterest rate should thus stimulate
the economy, depreciate the currency, and lead to ariseinits price level.

This completes the general overview. The next two sections discuss the exact
specifications.



26 CHAPTER 2. THE MC MODEL

2.4 The US Stochastic Equations

2.4.1 Introduction

The methodology that was followed in the specification and estimation of the
stochastic equations is discussed in Section 1.2. The estimates that are presented
in TablesA1l through A30 (within Table A.4 in Appendix A) are those of the “final”
specifications. Lagged dependent variables are generally used as explanatory vari-
ables to account for expectational and/or partial adjustment effects. Explanatory
variableswere dropped if they had highly insignificant coefficient estimates or esti-
mates of thewrong expected sign. Most of theequationsareestimated by 2SLS. The
equations were first estimated under the assumption of afirst order autoregressive
error term, and the assumption was retained if the estimate of the autoregressive
coefficient was significant. In afew cases higher order processes are used.

The x? tests per equation are 1) adding lagged values of all the variables in
the equation, 2) estimating the equation under the assumption of a fourth order
autoregressive process for the error term, 3) adding the time trend, and 4) adding
valuesled one or more quarters. The other tests are 5) testing for structural stability
using the APtest, 6) testing for structural stability using the end-of-sampletest, and
7) testing the overidentifying restrictions. The basic estimation period is 1954:1-
2002:3, for atotal of 195 observations.

In the discussion of the US stochastic equationsin this section no mention will
be made of the results in the tables regarding the overidentifying tests. For all
the equations the p-values are greater than .01, and so the null hypothesis that the
first stage regressors are uncorrelated with the error term in the equation is never
rejected. Also, no mention is made of the results of the end-of-sample tests. These
tests are discussed in Chapter 6. For only 3 of the 30 equationsin TablesA1-A30
isthe p-value for the end-of-sampl e test less than .01.

The “broad theoretical framework” that is used to guide the specification of the
stochastic equations was discussed in Section 1.3. This framework will be called
the “theoretical model.”

Thenotation for the six sectorsinthe USmodel ispresentedin TableA.1. Itish
for households, f for firms, b for financia, » for foreign, g for federal government,
and s for state and local governments.

2.4.2 Household Expenditure and Labor Supply Equations

The two main decision variables of a household in the theoretical model are con-
sumption and labor supply. The determinants of these variables include the initial
value of wealth and the current and expected future values of thewagerate, the price
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level, the interest rate, the tax rate, the level of transfer payments, and a possible
labor constraint.

In the econometric model the expenditures of the household sector are disag-
gregated into four types: consumption of services, C .S, consumption of nondurable
goods, CN, consumption of durable goods, C D, and residential investment, I H H.
Four labor supply variables are used: the labor force of men 25-54, L1, the labor
force of women 25-54, L2, the labor force of al others 16+, L3, and the number
of people holding more than one job, called “maoonlighters” LM. These eight
variables are determined by eight estimated equations.

Real after-tax income, YD /P H, is used as an explanatory variable in the ex-
penditure equations, which implicitly assumes that the labor constraint is always
binding on the househol d sector. Inan earlier version of the model—Fair (1984)—a
real wageratevariableand alabor constraint variablewereusedinsteadof Y D/ P H.
Thelabor constraint variable was constructed to be zero or nearly zero in tight labor
markets and to increase as labor markets loosen. The “classical” case is when the
labor constraint is zero, where expenditures depend on the real wage rate. The
“Keynesian” caseiswhen labor markets are loose and the labor constraint variable
is not zero. In this case the labor constraint variable is correlated with hours paid
for, and so having both the real wage rate and the labor constraint variable in the
equation is similar to having areal labor income variable in the equation. Tests of
these two specifications generally support the use of Y D/ P H over the rea wage
rate and the labor constraint variable, and so Y D/ P H has been used. Thisdoes not
necessarily mean, however, that the classical case never holdsin practice. It may be
that the use of the labor constraint variable is not an adequate way to try to account
for the classical case. Thisisan areafor future research.

The household real wealth variableis A A. The household after-tax interest rate
variablesinthemodel are RS A, ashorttermrate, and RM A, alongtermrate. These
interest rates are nominal rates. Chapter 3 is concerned with testing for nominal
versusreal interest rate effects, and it will be seen that in most casesthe data support
the use of nominal over real interest rates.

Agedistribution variables, AG1, AG2, and AG3, weretried in the four expen-
diture equations, and they were jointly significant at the five percent level in three
of the four, the insignificant results occurring for the I H H equation. They were
retained in the three equations in which they were significant.?

2The age distribution variables are explained in Fair (1994), Section 4.7. They are meant to
pick up the effects of the changing age distribution of the U.S. population on aggregate household
expenditures.



28 CHAPTER 2. THE MC MODEL

Table Al: Equation 1. CS, consumer expenditures: services

Equation 1lisinreal, per capitatermsand isinlog form. The explanatory variables
include income, an interest rate, wealth, the time trend, and the age variables.
Theagevariablesare highly jointly significant (p-value zero to four places), and
all the other variables are significant. The significance of the time trend suggests
that thereisatrend in the relationship not captured in any of the other variables. For
the leads tests income is the variable for which led values were tried—in the form
loglYD/(POP - PH)]. For the lags test the lagged values of the age variables
were not included. The equation passes the lags, RHO, and leads tests, but it fails
the AP stability tests. The AP results suggest that there isabreak in the late 1970s.

Table A2: Equation 2. CN, consumer expenditures: nondurables

Equation 2 is also in real, per capita, and log terms. The explanatory variables
include income, an interest rate, wealth, and the age variables.

Theagevariablesarejointly significant at the 5 percent level (p-value of .0417).
The other variables are also significant. Both the level and change of the lagged
dependent variable are significant in the equation, and so the dynamic specification
ismore complicated than that of equation 1. Again, incomeisthevariablefor which
led values were tried, and for the lags test the lagged values of the age variables
were not included. The equation fails the lags and RHO tests, and it passes the T
and leads tests. It also fails the AP stability tests, with the break point probably
in the mid to late 1970s. The failure of the lags and RHO tests suggests that the
dynamics have not been completely captured.

Table A3: Equation 3. C D, consumer expenditures: durables

Equation 3isinreal, per capital terms. The explanatory variables include income,
aninterest rate, wealth, theagevariables, DELD(KD/POP)_1—(CD/POP)_4,
and (KD/POP)_3. KD isthe stock of durable goods, and DEL D isthe depre-
ciation rate of the stock. The construction of these two variables is explained in
Appendix A.
The justification for including the stock variable in the equation is as follows.
Let K D** denote the stock of durable goods that would be desired if there were
no adjustment costs of any kind. If durable consumption is proportional to the
stock of durables, then the determinants of consumption can be assumed to be the
determinants of K D**:
KD™ = f(..), (2.1)
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wheretheargumentsof f arethe determinantsof consumption. Two typesof partial
adjustments are then postulated. Thefirst is an adjustment of the durable stock:

KD* — KD_1 = M(KD* — KD_1), (2.2)

where K D* is the stock of durable goods that would be desired if there were no
costs of changing durable expenditures. Given K D*, desired durable expenditures,
C D*, ispostulated to be

CD* = KD* — (1— DELD)KD_4, (2.3)

where DELD is the depreciation rate. By definition CD = KD — (1 —
DELD)K D_,, andequation 2.3 ismerely the same equation for the desired val ues.
The second type of adjustment is an adjustment of durable expenditures, C D, to its
desired value:

CD—CD_;=y(CD*—CD_y) +e. (2.4)

This equation is assumed to reflect costs of changing durable expenditures. Com-
bining equations 2.1-2.4 yields:

CD—CD_1=y(DELD -KD_1—CD_1) + yAKD_,

+yAf(...) +e. (2.5)

This specification of the two types of adjustment isaway of adding to the durable
expenditure equation both the lagged dependent variable and the lagged stock of
durables. Otherwise, the explanatory variables are the same asthey are in the other
expenditure equations.®

The interest rate used in equation 3, RM A, is multiplied by a scale variable,
CDA. CDA is exogenous in the model. It is constructed from a peak to peak
interpolationof CD/POP.

All the variables in eguation 3 are significant except the wealth vari-
able, which has a t-statistic of 1.53. The estimate of y, the coefficient of
DELD(KD/POP)_, — (CD/POP)_q,is.329. Thisisthe partia adjustment
coefficient for C D. The estimate of y A, the coefficient of (K D/P O P)_4, is.024,
which gives an implied value of A, the partial adjustment coefficient for K D*, of

SNotein Table A3 that C D isdivided by POP and CD_1 and K D_1 aredivided by PO P_1,
where PO P is population. If equations 2.1-2.4 are defined in per capita terms, where the current
valuesaredivided by P O P and the lagged values are divided by P O P_1, then the present per capita
treatment of equation 2.5 follows. The only problem with this is that the definition used to justify
equation 2.3 does not hold if the lagged stock is divided by PO P_1. All variables must be divided
by the same population variable for the definition to hold. Thisis, however, a minor problem, and it
has been ignored here. The same holds for equation 4.
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.073. K D* isthusestimated to adjust to K D** at arate of .073 per quarter. Income
isthevariablefor which led valuesweretried, and for the lagstest the lagged values
of the age variables were not included. The equation passes the lags, RHO, and T
tests. It passes two of the three leads tests. It fails the AP tests, where the break is
probably in the mid to late 1970s.

Table A4: Equation 4. [ H H, residential investment—h

The same partial adjustment model is used for residential investment than was
used above for durable expenditures, which adds DELH(KH/POP)_; —
(IHH/POP)_;,and (K H/P O P)_; totheresidential investment equation. K H
isthe stock of housing, and D E L H is the depreciation rate of the stock. The con-
struction of these two variables is explained in Appendix A. Equation 4 does not
include the wealth variable because the variable was not significant. Likewise, it
does not include the age variables because they were not significant. It isestimated
under the assumption of a second order autoregressive process for the error term.
The interest rate used in equation 4, RM A_4, is multiplied by a scale variable,
IHHA. I HH A isexogenousin the model. It is constructed from a peak to peak
interpolationof ITHH/POP.

Income is the variable for which led values were tried. All the variables in
eguation 4 are significant, and it passes all the tests, including the stability tests.
Theestimate of y, the partial adjustment coefficient for I H H, is.538. The estimate
of y A is.033, which gives an implied value of A, the partial adjustment coefficient
for K H*, of .061.

Table A5: Equation 5. L1, labor force—men 25-54

Equation 5 explainsthe labor force participation rate of men 25-54. Itisinlog form
and includes as explanatory variables the wealth variable and the unemployment
rate. The unemployment rate is meant to pick up the effect of the labor constraint
on labor supply (a discouraged worker effect).

The wealth variable has a negative coefficient estimate, as expected. The un-
employment rate also has a negative coefficient estimate, as expected, although it
only has at-statistic of -1.69. The equation passes the lagsand T tests, but it fails
the RHO test. It passes two of the three AP tests.

Table A6: Equation 6. L2, labor force—women 25-54

Equation 6 explains the labor force participation rate of women 25-54. Itisinlog
form and includes as explanatory variables the real wage and the wealth variable.
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Again, the wedlth variable has a negative coefficient estimate. The real wage
variable has a positive coefficient estimate, implying that the substitution effect
dominates the income effect. The variable for which led values were tried is the
real wage, log(W A/ P H). The equation passesall thetests. One of the x 2 tests has
log P H added as an explanatory variable. Thisisatest of the use of the real wage
intheequation. If log P H issignificant, thisisarejection of the hypothesisthat the
coefficient of log W A is equal to the negative of the coefficient of log P H, which
isimplied by the use of the real wage. As can be seen, log P H is not significant.

Table A7: Equation 7. L3, labor force—all others 16+

Equation 7 explains the labor force participation rate of al others 16+. Itisasoin
log form and includes as explanatory variables the real wage, the wealth variable,
and the unemployment rate.

The coefficient estimate of the real wage is positive and the coefficient estimate
of thewealthvariableisnegative, although neither issignificant. Theunemployment
rate has a significantly negative coefficient estimate. The variable for which led
values were tried is the real wage.* The equation passes all the tests except one of
the three AP tests.

Table A8: Equation 8. LM, number of moonlighters

Equation 8 determines the number of moonlighters. It isinlog form and includes
as explanatory variables the real wage and the unemployment rate.

The coefficient estimate of the real wage is positive and significant, suggesting
that the substitution effect dominates for moonlighters. The coefficient estimate of
the unemployment rate is negative and significant, which isthe discouraged worker
effect applied to moonlighters. The variable for which led values were tried is the
real wage. The equation passes the lags, RHO, and leads tests. It failsthe T test.
It also fails the test of adding log PH (log P H is significant), which is evidence
against the real wage constraint. It fails the three AP tests.

This completes the discussion of the household expenditure and labor supply
equations. A summary of some of the general results across the equations is in
Section 2.3.11.

4Collinearity problems prevented the Leads +4 test from being performed for equation 7.
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2.4.3 The Main Firm Sector Equations

In the maximization problem of afirm in the theoretical model there are five main
decision variables: the firm's price, production, investment, demand for employ-
ment, and wage rate. These five decision variables are determined jointly in that
they are the result of solving one maximization problem. The variables that affect
thissolution include 1) theinitial stocks of excess capital, excesslabor, and invento-
ries, 2) the current and expected future values of theinterest rate, 3) the current and
expected future demand schedules for the firm’s output, 4) the current and expected
future supply schedules of labor facing the firm, and 5) the firm's expectations of
other firms’ future price and wage decisions.

In the econometric model seven variables are chosen to represent the five deci-
sions: 1) the price level for the firm sector, P F, 2) production, Y, 3) investment in
nonresidential plant and equipment, 7 K F, 4) the number of jobsin the firm sector,
J F, 5) the average number of hours paid per job, H F, 6) the average number of
overtime hours paid per job, HO, and 7) the wage rate of the firm sector, WF.
Each of these variables is determined by a stochastic equation, and these are the
main stochastic equations of the firm sector.

Moving from the theoretical model of firm behavior to the econometric speci-
ficationsis not straightforward, and a number of approximations have been made.
One of the key approximations is to assume that the five decisions of a firm are
made sequentially rather than jointly. The sequence is from the price decision, to
the production decision, to the investment and employment decisions, and to the
wage rate decision. In this way of looking at the problem, the firm first chooses
its optimal price path. This path implies a certain expected sales path, from which
the optimal production path is chosen. Given the optimal production path, the op-
timal paths of investment and employment are chosen. Finaly, given the optimal
employment path, the optimal wage path is chosen.

Table A10: Equation 10. P F, price deflator for X — FA

Equation 10 is the key price eguation in the model. The equation isin log form.
The price level isafunction of the lagged price level, the wage rate inclusive of the
employer social security tax rate, the price of imports, the unemployment rate, and
the time trend. The unemployment rate is taken as a measure of demand pressure.
The lagged price leve is meant to pick up expectational effects, and the wage
rate and import price variables are meant to pick up cost effects. The log of the
wage rate variable has subtracted from it log LAM, where LAM is a measure of
potential labor productivity. The construction of LAM isexplained in Appendix A;
it is computed from a peak to peak interpolation of measured productivity. LAM
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isalso discussed in Section 6.4 in the analysis of long run productivity movements.

An important feature of the price equation is that the price level is explained
by the equation, not the price change. This treatment is contrary to the standard
Phillips-curve treatment, where the price (or wage) change is explained by the
equation. Itisalso contrary to the standard NAIRU specification, where the change
inthe changeinthepricelevel (i.e., the changein theinflation rate) isexplained. In
the theoretical model the natural decision variables of afirm are the levels of prices
and wages. For example, the market share equations in the theoretical model have
a firm's market share as a function of the ratio of the firm's price to the average
price of other firms. These are price levels, and the objective of the firm is to
choose the price level path (along with the paths of the other decision variables)
that maximizes the multiperiod objective function. A firm decides what its price
level should be relative to the price levels of other firms. This thus argues for a
specification in levels, which isused here. Theissue of the best functional form for
the price equation is the subject matter of Chapter 4, where the NAIRU modd is
tested.

Thetimetrend in equation 10 is meant to pick up any trend effects on the price
level not captured by the other variables. Adding the time trend to an equation
like 10 is similar to adding the constant term to an equation specified in terms of
changes rather than levels. The time trend will aso pick up any trend mistakes
madein constructing LAM. If, for example, LAM, = LAM; + a1t, where LAM/!
isthe correct variable to subtract from the wage rate variable to adjust for potential
productivity, then the time trend will absorb this error.

All the variables in equation 10 are significant. The variable for which led
valuesweretried isthe wage rate variable. All the x 2 tests are passed. Thelast two
tests have output gap variables added. When each of these variables is added, it is
not significant and (not shown) the unemployment rate retainsits significance. The
unemployment rate thus dominates the output gap variables. The equation passes
two of the three AP tests.

Equation 11. Y, production—f

The specification of the production equation is where the assumption that a firm’'s
decisions are made sequentially begins to be used. The equation is based on the
assumption that the firm sector first sets it price, then knows what its sales for
the current period will be, and from this latter information decides on what its
production for the current period will be.

Inthetheoretical model production issmoothed relativeto sales. Thereason for
this is various costs of adjustment, which include costs of changing employment,
costs of changing the capital stock, and costs of having the stock of inventories
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deviate from some proportion of sales. If afirmwere only interested in minimizing
inventory costs, it would produce according to the following equation (assuming
that sales for the current period are known):

Y=X+B8X -V, (2.6)

where Y is the level of production, X is the level of sales, V_; is the stock of
inventories at the end of the previous period, and 8 is the inventory-sales ratio that
minimizes inventory costs. The construction of V is explained in Appendix A.
Since by definition V — V_; = Y — X, producing according to equation 2.6 would
ensure that V = gX. Because of the other adjustment costs, it is generally not
optimal for afirm to produce according to equation 2.6. In the theoretical model
there was no need to postulate explicitly how a firm’s production plan deviated
from equation 2.6 because its optimal production plan just resulted, along with the
other optimal paths, from the direct solution of its maximization problem. For the
empirical work, however, it is necessary to make further assumptions.

The estimated production equation is based on the following three assumptions:

logV* = Blog X, 2.7
logY* =logX + a(logV* —log V_y), (2.8
logY —logY_1 =x(logY* —logY_1) + e, (2.9

where * denotes a desired value. (In the following discussion al variables are

assumed to beinlogs.) Equation 2.7 states that the desired stock of inventoriesis

proportional to current sales. Equation 2.8 statesthat the desired level of production

is equal to sales plus some fraction of the difference between the desired stock of

inventories and the stock on hand at the end of the previous period. Equation 2.9

states that actual production partially adjusts to desired production each period.
Combining equations 2.7-2.9 yields

logY =1 —A)logY_1+A(1+af)logX — AxlogV_1 + €. (2.10)

Equation 11 is the estimated version of equation 2.10. The equation is estimated
under the assumption of athird order autoregressive process of the error term, and
three dummy variables are added to account for the effects of a steel strike in the
last half of 1959.

Theestimate of 1— 1 is.317, and so theimplied value of A is.683, which means
that actual production adjusts 68.3 percent of the way to desired production in the
current quarter. The estimate of A« is.241, and so the implied value of « is.353.
This means that (in logs) desired production is equal to sales plus 35.3 percent of
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the desired change in inventories. The estimate of A(1 + «f8) is .880, and so the
implied value of B is 1.197. The variable for which led values were used is the
log level of sales, log X. Equation 11 passes all the tests. The passing of the leads
tests, which means that the led values are not significant, is evidence against the
hypothesis that firms have rational expectations regarding future values of sales.

The estimates of equation 11 are consistent with the view that firms smooth
production relative to sales. The view that production is smoothed relative to sales
was challenged by Blinder (1981) and others. Thiswork wasin turn challenged in
Fair (1989) as being based on faulty data. Theresultsin Fair (1989), which use data
in physical units, suggest that production is smoothed relative to sales. The results
using the physical units data thus provide some support for the current aggregate
estimates.

Table A12: Equation 12. KK, stock of capital—f

Equation 12 explains the stock of capital of the firm sector, K K. Given K K, the
nonresidential fixed investment of the firm sector, /K F, is determined by iden-
tity 92:

IKF=KK—(1— DELK)KK_, (92)

where DE LK isthe depreciation rate. The construction of KK and DELK isex-
plainedinAppendix A. Equation 12 will sometimesbereferred to asan “investment”
eguation, since I K F isdetermined once KK is.

Equation 12 is based on the assumption that the production decision has already
been made. Inthetheoretical model, because of costs of changing the capital stock,
it may sometimes be optimal for afirm to hold excess capital. If there were no such
costs, investment each period would merely be the amount needed to have enough
capital to produce the output of the period. In the theoretical model there was no
need to postulate explicitly how investment deviates from this amount, but for the
empirical work this must be done.

The estimated equation for K K is based on the following two equations:

log(KK*/KK_1) = aglog(KK_1/KKMIN_;) + a;AlogY
+axAlogY_ 1 +azAlogY o+ asAlogY s (2.11)
+asAlogY_4 + aer,

log(KK/KK_1) —l0g(KK_1/KK_5) =

Alog(KK*/KK_1) —log(KK_1/KK_3)] + ¢, (212)

where r is some measure of the cost of capital, «p and o are negative, and the
other coefficients are positive. The construction of K K MIN is explained in Ap-
pendix A. It is, under the assumption of a putty-clay technology, an estimate of
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the minimum amount of capital required to produce the current level of output, Y.
KK_1/KKMIN_,isthustheratio of the actual capital stock on hand at the end of
the previous period to the minimum required to produce the output of that period.
log(KK_1/KKMIN_7) will be referred to as the amount of “excess capital” on
hand.

K K* in equation 2.11 is the value of the capital stock the firm would desire to
have on hand in the current period if there were no costs of changing the capital
stock. The desired change, log(K K*/K K_,), depends on 1) the amount of excess
capital onhand, 2) fivechange-in-output terms, and 3) the cost of capital. Thelagged
output changes are meant to be proxies for expected future output changes. Other
things equal, the firm desires to increase the capital stock if the output changes are
positive. Equation 2.12 is a partia adjustment equation of the actual capital stock
to the desired stock. It states that the actual percentage change in the capital stock
isafraction of the desired percentage change.

Ignoring the cost of capital term in equation 2.11, the equation says that the
desired capital stock approaches K K M I N inthelong runif output isnot changing.
How can the cost of capital term be justified? In the theoretical model the cost of
capital affectsthecapital stock by affecting thekindsof machinesthat are purchased.
If the cost of capital falls, machines with lower labor requirements are purchased,
other things being equal. For the empirical work, data are not available by types
of machines, and approximations have to be made. The key approximation that is
madein Appendix A isthe postulation of aputty-clay technology in the construction
of KKMIN. If thereisin fact some substitution of capital for labor in the short
run, the cost of capital islikely to affect the firm's desired capital stock, and thisis
the reason for including a cost of capital term in equation 2.11.

Combining equations 2.11 and 2.12 yields:

AlogKK = haglog(KK_1/KKMIN_1) + (1 —A)AlogKK_;
+rar A IOg Y 4+ Ao A IOg Y_ 14+ AazA |Og Y, (213)
+ArasAl0QY_3+ AasAlogY_4 + Aagr + €.

Equation 12 is the estimated version of equation 2.13.

Theestimateof 1— A i15.938, and sotheimplied value of A is.062. The estimate
of Lag is —.0068, and so the implied value of «g is —.110. Thisis the estimate of
the size of the effect of excess capital on the desired stock of capital. The variable
for which led values were tried is the log change in output. Equation 12 passes all
the tests. The passing of the leads testsis evidence against the hypothesis that firms
have rational expectations with respect to future values of output.

There are two cost of capital variables in equation 12. Both are lagged two
quarters. Oneisan estimate of the real AAA bond rate, which isthe nominal AAA
bond rate, RB, less the four-quarter rate of inflation. The other is a function of
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stock price changes. Itistheratio of capital gainsor losses on thefinancia assets of
the household sector (mostly from corporate stocks) over three quarters to nominal
potential output. This ratio is a measure of how well or poorly the stock market
isdoing. If the stock market is doing well, for example, the ratio is high, which
should in general lower the cost of capital to firms. Both cost of capital variables
are significant in Table A12, with t-statistics of —2.45 and 2.19.

One might think that the second cost of capital variablein equation 12 issimply
picking up the boom in the stock market and in investment since 1995. However,
when equation 12 is estimated only through 1994.4, this cost of capital variable has
even alarger coefficient estimate than in Table A12 (.00062 versus .00048) and is
still significant (t-statistic of 2.08).

Table A13: Equation 13. J F, number of jobs—f

The employment equation 13 and the hours equation 14 are similar in spirit to the
capital stock equation 12. They are a so based on the assumption that the production
decision is made first. Because of adjustment costs, it is sometimes optimal in the
theoretical model for firmsto hold excesslabor. Wereit not for the costs of changing
employment, the optimal level of employment would merely be the amount needed
to produce the output of the period. In the theoretical model there was no need to
postulate explicitly how employment deviates from this amount, but this must be
done for the empirical work.
The estimated employment equation is based on the following two equations:

log(JF*/JF_1) = aglog[JF_1/(JHMIN_1/HFS_1)] (2.14)

+ai1Alogy, '
log(JF/JF_y) —log(JF_1/JF_3) =

Mlog(J F*/JF_1) —log(J F_1/J F_2)] + €,

where «g is negative and the other coefficients are positive. The construction of
JHMIN and HF S isexplainedin Appendix A. JHM I N is, under the assumption
of a putty-clay technology, an estimate of the minimum number of worker hours
reguired to produce the current level of output, Y. HFS is an estimate of the
desired number of hours worked per worker. JF_1/(JHMIN_1/HFS_;) isthe
ratio of the actual number of workers on hand at the end of the previous period to
the minimum number required to produce the output of that period if the average
number of hours worked were HFS_;. log[JF_1/JHMIN_1/HFS_1)] will be
referred to as the amount of “excess labor” on hand.

J F* in equation 2.14 is the number of workers the firm would desire to have
on hand in the current period if there were no costs of changing employment. The

(2.15)
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desired change, log(J F*/J F_1), depends on the amount of excess labor on hand
and the change in output. This equation says that the desired number of workers
approaches JHMIN/HFS in the long run if output is not changing. Equation
2.15isapartial adjustment equation of the actual number of workersto the desired
number.

Combining equations 2.14 and 2.15 yields:

AlogJF = raglog[JF_1/(JHMIN_1/HFS_1)] + (1 — A)AlogJF_y
+ra1AlogY +e.
(2.16)
Equation 13 is the estimated version of equation 2.16. It has a dummy variable,
D593, added to pick up the effects of a stedl strike.

Theestimate of 1 — 1 is.455, and sotheimplied value of A is.545. Theestimate
of Aag is-.105, and so the implied value of «g is-.193. Thisis the estimate of the
size of the effect of excesslabor on the desired number of workers. The variablefor
which led values were tried is the change in the log of output. The equation passes
al thetests. Again, the passing of the leads tests is evidence against the hypothesis
that firms have rational expectations with respect to future values of output.

Table A14: Equation 14. H F, average number of hours paid per job—f
The estimated hours equation is:

AlogHF = Alog(HF_1/HFS_,)

+aologlJ F_1/(JHMIN—1/HFS_1)] + a1AlogY +e. (217)

Thefirst term on the right hand side of equation 2.17 isthe (logarithmic) difference
between the actual number of hours paid for in the previous period and the desired
number. Thereason for theinclusion of thistermin the hours equation but notinthe
employment equation is that, unlike J F, H F fluctuates around a slowly trending
level of hours. This restriction is captured by the first term in 2.17. The other two
termsare the amount of excesslabor on hand and the current changein output. Both
of these terms affect the employment decision, and they should al so affect the hours
decision since the two are closely related. Equation 14 is the estimated version of
equation 2.17.

The estimate of A is —.216, and the estimate of «g is —.041. All the coefficient
estimates are significant in the equation. The variable for which led values were
tried is the change in the log of output. The equation passes all the x ? tests. It fails
the three AP tests.
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Table A15: Equation 15. H O, average number of overtime hours paid per
job—f

Equation 15 explainsovertimehours, HO. Let HFF = HF — H F S, whichisthe
deviation of actual hours per worker from desired hours. One would expect H O
to be closeto zero for low values of H F F (i.e., when actual hours are much below
desired hours), and to increase roughly one for one for high valuesof HFF. An
approximation to thisrelationship is

HO = ea1+a2HFF+e’ (218)

whichinlogformis
logHO = a1+ aoHFF + €. (2.19)

Equation 15 is the estimated version of equation 2.19. Both HFF and HF F_;
are included in the equation, which appears to capture the dynamics better. The
equation isestimated under the assumption of afirst order autoregressive error term.

All the coefficient estimates in equation 15 are significant, and the equation
passesal but the T test.

Table A16: Equation 16. W F, average hourly earnings excluding overtime—f

Equation 16 is the wage rate equation. Itisinlog form. In the final specification,
the wage rate was simply taken to be afunction of the constant term, the timetrend,
the current value of the pricelevel, thelagged value of the pricelevel, and thelagged
value of the wage rate. Labor market tightness variables like the unemployment
rate were not significant in the equation. The time trend is added to account for
trend changesin the wagerrate relative to the price level. The potential productivity
variable, LA M, issubtracted from thewageratein equation 16. The price equation,
equation 10, is identified because the wage rate equation includes the lagged wage
rate, which the price equation doesnot. Thewagerate equation isidentified because
the price equation includes the price of imports and the unemployment rate, which
the wage rate equation does not.

A constraint wasimposed on the coefficientsin the wage equation to ensure that
the determination of the real wage implied by equations 10 and 16 issensible. Let
p=1logPF and w = log W F. The relevant parts of the price and wage equations
regarding the constraints are

p=pp-1+how+..., (2.20)

wW=pNW_1+y2p+yap_1+.... (2.22)
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The implied real wage equation from these two eguations should not have w — p
as afunction of either w or p separately, since one does not expect the real wage
to grow simply because the levels of w and p are growing. The desired form of the
real wage equation isthus

w—p=56(w_1—p_1)+..., (2.22)

which saysthat the real wageisafunction of its own lagged value plus other terms.
Therea wagein equation 2.22 isnot afunction of thelevel of w or p separately. The
constraint on the coefficientsin equations 2.20 and 2.21 that imposes this restriction
is:

ya=[B1/(1 = B)I(A — y2) — y1. (2.23)

This constraint isimposed in the estimation by first estimating the price equation to
get estimates of 8; and 8, and then using these estimates to impose the constraint
on y;3 in the wage equation.

The coefficient estimatesin equation 16 are significant, and the equation passes
all thetests. Oneof the x 2 testsisatest of the real wage restriction, and this restric-
tion is not rejected by the data. Thefinal x? test in the table has the unemployment
rate added as an explanatory variable, and it is not significant. As noted above, no
demand pressure variables were found to be significant in the wage equation.

2.4.4 Other Firm Sector Equations

Therearethree other, fairly minor, equations of thefirm sector, explaining dividends
paid, inventory valuation adjustment, and capital consumption.

Table A18: Equation 18. DF, dividends paid—f

Let IT denote after-tax profits. If in the long run firms desire to pay out all of their
after-tax profitsin dividends, one can write D F* = T1, where D F* isthe long run
desired value of dividends for profit level T1. If it is assumed that actual dividends
are partially adjusted to desired dividends each period as

DF/DF_y = (DF*/DF_1)*ef, (2.24)
then the equation to be estimated is
AlogDF = Alog(I1/DF_;) + €. (2.25)

Equation 18 isthe estimated version of equation 2.25. The level of after-tax profits
in the notation of themodel isPIEF — TFG — TFS.
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The estimate of A is.027, which implies a slow adjustment of actual to desired
dividends. The equation passesthe lagsand T tests, but it failsthe RHO test. The
last x? test in Table A18 shows that the constant term is not significant. The above
specification does not call for the constant term, and this is supported by the data.
Regarding the first x 2 test in the table, because of the assumption that D F* = TI,
the coefficient of log(PTEF — T FG — T FS) isrestricted to be the negative of the
coefficient of log DF_;. If instead D F* = T1”, where y isnot equal to one, then
therestriction does not hold. Thefirst test in thetableisatest of therestriction (i.e.,
atest that y = 1), and the hypothesisthat y = 1 isnot rejected. The equation fails
the AP tests.

Table A20: Equation 20. 7V A, inventory valuation adjustment

Intheory IVA = —(P — P_;)V_1, where P isthe price of the good and V isthe
stock of inventories of the good. Equation 20 is meant to approximate this. 1V A
isregressed on (PX — PX_;)V_,, where PX is the price deflator for the sales
of the firm sector. The equation is estimated under the assumption of afirst order
autoregressive error term.

The coefficient estimate of (PX — PX_;)V_1 is negative, as expected, and
significant. The equation passes the x 2 tests and one of the three AP tests.

Table A20: Equation 21. CCF, capital consumption—f

In practice capital consumption allowances of a firm depend on tax laws and on
current and past values of itsinvestment. Equation 21 is an attempt to approximate
this for the firm sector. PIK - IKF is the current value of investment. The
use of the lagged dependent variable in the equation is meant to approximate the
dependence of capital consumption allowances on past values of investment. This
specificationimpliesthat thelag structureisgeometrically declining. Therestriction
isalso imposed that the sum of the lag coefficients is one, which means that capital
consumption allowances are assumed to be taken on all investment in the long run.
Nine dummy variables are included in the equation, which are meant to pick up
tax law changes. The equation is estimated under the assumption of afirst order
autoregressive process for the error term.

The coefficient estimate of the investment term is significant. The first x 2 test
isatest of the restriction that the sum of the lag coefficientsisone. Thisis done by
adding log CC F_4 to the equation. Thisrestriction is not rejected by the data. The
eguation passes all the other tests.
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2.4.5 Money Demand Equations

In the theoretical model a household's demand for money depends on the level
of transactions, the interest rate, and the household’'s wage rate. High wage rate
households spend less time taking care of money holdings than do low wage rate
households and thus on average hold more money. With aggregate data it is not
possible to estimate this wage rate effect on the demand for money, and in the
empirical work the demand for money has simply been taken to be afunction of the
interest rate and a transactions variable.

The model contains three demand for money equations: one for the household
sector, one for the firm sector, and a demand for currency equation. Before pre-
senting these equationsit will be useful to discuss how the dynamics were handled.
The key question about the dynamicsis whether the adjustment of actual to desired
valuesisin nominal or real terms.

Let M}/ P, denote the desired level of real money balances, let y, denote a
measure of real transactions, and let r, denote a short term interest rate. Assume
that the equation determining desired money balancesisin log form and write

log(M;/P,) = a + Blogy, + yr;. (2.26)

Note that the log form has not been used for the interest rate. Interest rates can at
times be quite low, and it may not be sensible to take the log of the interest rate.
If, for example, the interest rate rises from .02 to .03, the log of the rate rises from
-3.91 to -3.51, a change of .40. If, on the other hand, the interest rate rises from
.10to .11, the log of the rate rises from -2.30 to -2.21, a change of only .09. One
does not necessarily expect a one percentage point rise in the interest rate to have
four times the effect on the log of desired money holdings when the change isfrom
a base of .02 rather than .10. In practice the results of estimating money demand
equations do not seem to be very sensitive to whether the level or the log of the
interest rate isused. For the work in this book the level of the interest rate has been
used.

If the adjustment of actual to desired money holdings is in rea terms, the
adjustment equation is

log(M,/ P,) — |0g(M;_1/ P,—1) = Allog(M;"/ P;) — log(M;—1/ P,—1)] + €. (2.27)
If the adjustment isin nominal terms, the adjustment equation is
logM, —logM,_1 = A(logM; —log M,_1) + 1. (2.28)
Combining 2.26 and 2.27 yields

log(M;/P;) = ha + ABlogy; + Ayr, + (L — A)log(M;_1/P,_1) + €. (2.29)
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Combining 2.26 and 2.28 yields
log(M,/P;) = Ao +ABlogy, + Ayr + (1 — A) log(M;_1/ P;) + . (2.30)

Equations 2.29 and 2.30 differ in the lagged money term. In 2.29, which isthereal
adjustment specification, M,_, is divided by P;_1, whereas in 2.30, which is the
nominal adjustment specification, M,_; isdivided by P;.

A test of the two hypotheses is simply to put both lagged money variables in
the equation and see which one dominates. If the real adjustment specification is
correct, log(M;_1/P;_1) should be significant and log(M;_,/ P,) should not, and
vice versa if the nominal adjustment specification is correct. This test may, of
course, be inconclusive in that both terms may be significant or insignificant, but |
havefound that thisisrarely the case. Thistest was performed on the three demand
for money equations, and in each case the nominal adjustment specification won.
The nominal adjustment specification has thus been used for the three equations.

It should be noted that the demand for money equations are not important in
the model because of the use of the interest rate rule (equation 30 below). They are
included more for completeness than anything else. When the interest rate rule is
used, the short term interest rate is determined by the rule and the overall money
supply is whatever is needed to have the demand for money equations be met.

Table A9: Equation 9. M H, demand deposits and currency—h

Equation 9 is the demand for money equation of the household sector. It isin
per capitaterms and isin log form. Disposable income is used as the transactions
variable, and the after-tax three-month Treasury bill rate, RS A, isused astheinterest
rate. The equation also includesthetimetrend. A dummy variable isadded, which
is1in 1998:1 and O otherwise. In the data for 1998:1 there is a huge decrease in
M H and ahuge decreasein M F, demand deposits and currency of the firm sector.
Thismay be adata error or definitional change, and it was accounted for by the use
of the dummy variable. The equation is estimated under the assumption of afourth
order autoregressive process of the error term.

The test results show that the lagged dependent variable that pertains to the
real adjustment specification, log[M H /(PO P - P H)]_1, isinsignificant. Thisthus
supportsthenominal adjustment hypothesis. Theinterest rateishighly significantin
the equation, but theincome variable hasat-statistic of only 1.55. Equation 9 passes
the lags test, but it fails the three AP tests. For another test, the age distribution
variables were added to the equation to seeif possible differencesin the demand for
money by age could be picked up. The“ x< (AGE)” value in Table A9 shows that
the age distribution variables are not jointly significant (p value of .2971). They
were thus not included in the final specification.
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The sum of the four autoregressive coefficients is .98339. For the preliminary
bootstrap work in Chapter 9 some of the estimates of the equation had sums greater
than 1.0, which sometimes led to solution failures. For the final results in Chapter
9 eguation 9 was dropped from the model and M H was taken to be exogenous.
As noted above, eguation 9 is not important in the model, and so little is lost by
dropping it.

Table A17: Equation 17. M F, demand deposits and currency—f

Equation 17 isthe demand for money equation of thefirm sector. The equationisin
log form. Thetransactions variable isthe level of nonfarm firm sales, X — F A, and
theinterest rate variableisthe after-tax three-month Treasury bill rate. Thetax rates
used in this equation are the corporate tax rates, D2G and D2S, not the personal
tax rates used for RS A in equation 9. The dummy variable for 1998:1 mentioned
aboveisincluded in the equation.

All the variables are significant in the equation. The test results show that
the lagged dependent variable that pertains to the real adjustment specification,
log(M F /P F)_1, isinsignificant. The equation passes all the tests.

Table A26: Equation 26. CU R, currency held outside banks

Equation 26 is the demand for currency equation. Itisin per capitatermsandisin
log form. The transactions variable that is used is the level of nonfarm firm sales.
The interest rate variable used is RSA, and the equation is estimated under the
assumption of afirst order autoregressive error term.

All the variables in the equation are significant. The test results show that
the lagged dependent variable that pertains to the real adjustment specification,
log{CUR/(POP - PF)]_q, isnot significant, which supports the nomina adjust-
ment specification. The equation passes all the tests except one of the three AP
tests.

2.4.6 Other Financial Equations

The stochastic equations for the financia sector consist of an equation explaining
member bank borrowing from the Federal Reserve, two term structure equations,
and an equation explaining the change in stock prices.

Table A22: Equation 22. BO, bank borrowing from the Fed

Thevariable BO/BR istheratio of borrowed reserves to total reserves. Thisratio
is assumed to be a positive function of the three-month Treasury bill rate, RS, and
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anegative function of the discount rate, RD. The estimated equation also includes
the constant term and the lagged dependent variable.

The coefficient estimatesof RS and RD in Table A22 are positive and negative,
respectively, as expected, but they are not significant. The equation passes the lags
and T tests, and it failsthe RHO and AP tests.

Asisthe case for the demand for money equations, equation 22 is not important
in the model because of the use of the interest rate rule (equation 30 below). It
is again included for completeness. When the interest rate rule is used, the short
term interest rate is determined by the rule and B O is whatever is heeded to have
eguation 22 be met.

Table A23: Equation 23. RB, bond rate;
Table A24: Equation 24. RM, mortgage rate

The expectations theory of the term structure of interest rates states that long term
ratesare afunction of the current and expected future short term rates. Thetwo long
term interest rates in the model are the bond rate, R B, and the mortgage rate, RM.
These rates are assumed to be determined according to the expectations theory,
where the current and past values of the short term interest rate (the three-month
Treasury hill rate, RS) are used as proxies for expected future values. Equations
23 and 24 are the two estimated equations. The lagged dependent variable is used
in each of these equations, which impliesafairly complicated lag structure relating
each long term rate to the past values of the short term rate. In addition, aconstraint
has been imposed on the coefficient estimates. The sum of the coefficients of the
current and lagged values of the short term rate has been constrained to be equal to
one minusthe coefficient of thelagged long termrate. Thismeansthat, for example,
asustained one percentage point increase in the short term rate eventually resultsin
aone percentage point increaseinthelong termrate. (Thisrestrictionisimposed by
subtracting RS_, from each of the other interest rates in the equations.) Equation
23 (but not 24) is estimated under the assumption of a first order autoregressive
error term.

The overall results for the two equations are quite good. The short term interest
rates are significant in the two estimated equations except for RS_; in equation 24.
Thefirst test result for each equation shows that the coefficient restriction is not re-
jected for either equation. Both equations passthelags, RHO, and T tests. Equation
23 passes the three AP tests, and equation 24 passes one of the three. The variable
for which led values were tried is the short term interest rate, RS, and the x 2 tests
show that the led values are not significant. Two inflation expectations variables,
ps, and pg,, were added to the equations, and the test results also show that these
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variables are not significant.®

Table A25: Equation 25. C G, capital gains or losses on the financial assets of h

The variable CG is the change in the market value of financial assets held by the
household sector, amost al of which isthe change in the market value of corporate
stocks held by the household sector. In the theoretical model the aggregate value
of stocksis determined as the present discounted value of expected future after-tax
cash flow, the discount rates being the current and expected future short term interest
rates. The theoretical model thus impliesthat C G should be a function of changes
in expected future after-tax cash flow and of changes in the current and expected
future interest rates. In the empirical work the change in the bond rate, ARB, is
used as a proxy for changes in expected future interest rates, and the change in
after-tax profits, A(PIEF —TFG —TFS+ PIEB — TBG — TBS), is used
as a proxy for changes in expected future after-tax cash flow. In the estimated
equation CG and the change in after-tax profits are normalized by PX_1YS_1,
whichisameasureof potential outputin nominal terms. Equation 25istheestimated
equation, where CG/(PX_1Y S_1) is regressed on the constant term, AR B, and
A[(PIEF —TFG—-TFS+ PIEB—-TBG —TBS)]/(PX_1YS_1).

The fit of equation 25 is poor. The coefficient estimates have the right sign
but are not significant. The equation passes the lags, RHO, T, and AP tests. The
variables for which led values were tried are the change in the bond rate and the
change in after-tax profits. The led values are not significant. For the final x2 test
ARS, the change in the short term rate, was added under the view that it might also
be a proxy for expected future interest rate changes, and it is not significant.

Chapters 5 and 6 discuss the effects of CG on the economy. It will be seen
that these effects are large; they account for most of the unusual features of the
U.S. economy in the last half of the 1990s. Although fluctuationsin C G havelarge
effects, the results of estimating equation 25 show that most of these fluctuations
are not explained.

2.4.7 Interest Payments Equations

Table A19: Equation 19. INT F, interest payments—;
Table A29: Equation 29. INT G, interest payments—qg

INTF isthe level of net interest payments of the firm sector, and INT G is the
same for the federal government. Data on both of these variables are NIPA data.

5The restriction regarding the sum of the coefficients was not imposed for the lags, leads, and
inflation expectationstests. Collinearity problems prevented the L eads +4 test from being performed
for equation 23.
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AF isthelevel of net financial assets of the firm sector, and AG isthe samefor the
federal government. Data on both of these variablesare FFA data. AF and AG are
negative because the firm sector and the federal government are net debtors, and
they consist of both short term and long term securities.

Thecurrent level of interest payments depends on the amount of existing securi-
tiesissued at each datein the past and on the relevant interest rate prevailing at each
date. Thelink from AF to INTF (and from AG to I NT G) is thus complicated.
It depends on past issues and the interest rates paid on these issues. A number of
approximations have to be madein trying to model thislink, and the procedure used
hereisafollows.

Let R Q denote aweighted average of the current value of the short term interest
rate, RS, and current and past values of the long term rate, R B, with weights of .3
and .7:5

RO =[.3RS+ . 7(RB+ RB_1+RB_>+ RB_3+ RB_4+ RB_g

+RB_o + RB_2)/8]/400. (231)

Thevariable INT F/(—AF) istheratio of interest payments of the firm sector to
the net financial debt of the firm sector. Thisratio isafunction of current and past
interest rates, among other things. After some experimentation, the interest rate
.75R Q was chosen astherelevant interest ratefor INT F/(—AF). (The weighted
averagein equation 2.31 isdivided by 400 to put R Q at aquarterly ratein percent
units.) Intheempirical specification INT F /(—AF + 40) istaken to depend on the
constant term, .75RQ,and INT F_1/(— A F_1 + 40), where the coefficients on the
latter two variables are constrained to sum to one.” This results in the estimation of
the following equation:

A[INTF/(—AF +40)] = a1 + a2[. 75RO

—INTF_1/(—AF_1 +40)] + €. (2.32)

This equation, which is equation 19, is estimated under the assumption of a first
order autoregressive error term. At the beginning of the sample period A F is close
to zero, and 40 is added to it in the estimation work to lessen the sensitivity of the
resultsto small valuesof AF.

The coefficient estimate for the interest rate variableis of the expected positive
sign, but it is not significant. The first x2 test is of the hypothesis that the two

6These weights were chosen after some experimentation. The results are not sensitive to this
particular choice.

"The reason for the summation constraint is as follows. If .75R Q istheinterest rate that pertains
to INTF/(—AF + 40) in the long run, then a one unit change in .75R Q should result in the long
runinaoneunit changein INT F/(—AF + 40), which is what the summation constraint imposes.
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coefficients sum to one, and the hypothesisis not rejected. The equation passesthe
RHO test, but it failsthelags, 7', and two of the three AP tests.

Equation 2.32 was aso estimated for the federal government, where INT G
replacesINT F and AG replaces AF. (AG islarge enough at the beginning of the
sample period to make it unnecessary to add anything to it.) Thisis equation 29 in
the model. In this case the equation was not estimated under the assumption of an
autoregressive error term, although the restriction that the two coefficients sum to
one was retained.

For equation 29theinterest ratevariableissignificant. Therestrictionisrejected,
and the equation passes only the T test.

Equations 19 and 29 are important in the model because when interest rates
change, interest payments change, which changes household income. Asdiscussed
above, itisdifficult to model thislink. Although the overall resultsfor equations 19
and 29 are not strong, the equations are at least rough approximations of the links.

2.4.8 The Import Equation
Table A27: Equation 27. 1M, Imports

The import equation is in per capita terms and is in log form. The explanatory
variables include per capita expenditures on consumption and investment, a price
deflator for domestically produced goods, P F, relative to the import price deflator,
PIM, and four dummy variables to account for two dock strikes. The equation
is estimated under the assumption of a second order autoregressive property of the
error term.

The coefficient estimates are significant except for the estimate for the lagged
dependent variable, which has a t-statistic of 1.90. The equation passes the lags,
RHO, T, and AP tests. The variable for which led values were tried is the per
capita expenditure variable, and the led values are not significant. The last x? test
in Table A27 addslog P F to the equation, which is atest of the restriction that the
coefficient of log P F is equa to the negative of the coefficient of log PIM. The
log P F variableis not significant, and so the restriction is not rejected.

2.4.9 Unemployment Benefits

Table A28: Equation 28. U B, unemployment insurance benefits

Equation 28 explains unemployment insurance benefits, U B. It isinlog form and
contains as explanatory variables the level of unemployment, the nominal wage
rate, and the lagged dependent variable. The inclusion of the nominal wage rate
is designed to pick up the effects of increases in wages and prices on legislated
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benefits per unemployed worker. The equation is estimated under the assumption
of afirst order autoregressive error term.

All the coefficient estimates are significant. The equation passes the lags and
RHO tests, and it failsthe 7 and AP tests.

2.4.10 Interest Rate Rule
Table A30: Equation 30. RS, three-month Treasury bill rate

A key question in any macro model is what one assumes about monetary policy.
In the theoretical model monetary policy is determined by an interest rate reaction
function or rule, and in the empirical work an equation like thisis estimated. This
equationisinterpreted asan equation explaining the behavior of the Federal Reserve
(Fed).

In one respect trying to explain Fed behavior is more difficult than, say, trying
to explain the behavior of the household or firm sectors. Since the Fed isrun by a
relatively small number of people, there can befairly abrupt changesin behavior if
the peoplewith influence changetheir mindsor arereplaced by otherswith different
views. Abrupt changes are less likely to happen for the household and firm sectors
because of the large number of decision makers in each sector. Having said this,
however, only one abrupt change in behavior appears evident in the data, which is
between 1979:4 and 1982:3. This period, 1979:4-1982:3, will be called the “early
Volcker” period.2 The stated policy of the Fed during this period was that it was
focusing more on monetary aggregates than it had done before.

Equation 30istheestimatedinterest ratereactionfunction. It hasontheleft hand
side RS. Thistreatment is based on the assumption that the Fed has atarget bill rate
each quarter and achievesthistarget through manipulation of its policy instruments.
Although in practice the Fed controls the federal funds rate, the quarterly average
of the federal funds rate and the quarterly average of the three-month Treasury hill
rate are so highly correlated that it makes little difference which rate is used in
estimated interest rate rules using quarterly data. The right hand side variables in
the equation are variablesthat seem likely to affect thetarget rate. Thevariablesthat
were chosen are 1) the rate of inflation, 2) the unemployment rate, 3) the changein
the unemployment rate, and 4) the percentage change in the money supply lagged
one quarter. The break between 1979:4 and 1982:3 was modeled by adding the
variable D794823- PC M1 _, to the equation, where D794823 isadummy variable
that is 1 between 1979:4 and 1982:3 and 0 otherwise. The estimated equation also

8Paul Volcker was chair of the Fed between 1979:3 and 1987:2, but the period in question is only
1979:4-1982:3.
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includes the lagged dependent variable and two lagged bill rate changesto pick up
the dynamics.

The coefficient estimates in equation 30 are significant except for the estimate
for the lagged money supply variable in the non early Volcker period, which has
at-statistic of 1.88. Equation 30 is a “leaning against the wind” equation. RS
is estimated to depend positively on the inflation rate and the lagged growth of
the money supply and negatively on the unemployment rate and the change in the
unemployment rate. Adjustment and smoothing effects are captured by the lagged
valuesof RS. Thecoefficient onlagged money supply growthisnearly twenty times
larger for the early Volcker period than either before or after, which is consistent
with the Fed's stated policy of focusing more on monetary aggregates during this
period. Thisway of accounting for the Fed policy shift does not, of course, capture
the richness of the change in behavior, but at least it seems to capture some of the
change.

Equation 30 does very well in the tests. It passes the lags, RHO, and T tests.
The variables for which led values were tried are inflation and the unemployment
rate, and the led values are not significant. The inflation expectations variables,
Py, and pg,, were added to the equation, and these variables are not significant.
Regarding the leadstests, these are tests of whether the Fed’s expectations of future
values of inflation and the unemployment rate are rational. The fact that the led
values are not significant is evidence against the Fed having rational expectations.

Regarding stability tests for equation 30, any interesting test must exclude the
early Volcker period since any hypothesis of stability that includes it is likely to
be rejected. The Fed announced that its behavior was different during this period.
One obvious hypothesisto test isthat the equation’s coefficients are the same before
1979:4 asthey are after 1982:3. ThiswasdoneusingaWaldtest. TheWald statistic
is presented in equation 3.6 in Andrews and Fair (1988). It has the advantage that
it works under very general assumptions about the properties of the error termsand
can be used when the estimator is 2SLS, which it is here. The Wald statistic is
distributed as x2 with (in the present case) 8 degrees of freedom. The hypothesis
of stability is not rejected. As reported in Table A30, the Wald statistic is 15.32,
which has a p-value of .0532.

As noted in Section 1.2, the first example of an estimated interest rate rule is
in Dewald and Johnson (1963), followed by Christian (1968). An equation like
equation 30 was first estimated in Fair (1978). After this, McNees (1986, 1992)
estimated rules in which some of the explanatory variables were the Fed's internal
forecastsof variousvariables. Khoury (1990) providesan extensivelist of estimated
rulesthrough 1986. Two recent studies are Judd and Rudebusch (1998), whererules
are estimated for various subsets of the 1970-1997 period, and Clarida, Gali, and
Gertler (2000), where rules are estimated for the different Fed chairmen.
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There seemsto be ageneral view in the recent literature that estimated interest
rate rules do not have stable coefficient estimates over time. For example, Judd and
Rudebusch (1998, p. 3) state “Overall, it appearsthat there have not been any great
successes in modeling Fed behavior with a single, stable reaction function.” The
passing of the stability test for equation 30 is thus contrary this view. One likely
reason that the stability hypothesis has generally been rejected in the literature is
that most tests have included the early Volcker period, which is clearly different
from the periods both before and after. The tests in Judd and Rudebusch (1998),
for example, include the early Volcker period.

2.4.11 Additional Comments

The following are general comments about the results in Tables A1-A30, usualy
pertaining to groups of equations.

Lags, RHO, T, and Stability Tests

For the x? tests, 27 of 30 equations pass the lags test, 24 of 29 pass the RH O
test, and 22 of 26 pass the T test. Of the 87 AP stability tests, 48 are passed.
For the end-of-sample stability test, 27 of 30 are passed. All the overidentifying
restrictions tests are passed. The overall results thus suggest that the specifications
of the equations arefairly accurate regarding dynamic and trend effects. Theresults
are less strong for the AP test, where for some of the equations there are signs of a
changed structure in the 1970s. It may be useful in future work to break some of
the estimation periods in parts, but in general it seems that more observations are
needed before this might be a sensible strategy. Also, it will be seen in Chapter 9
that the AP test may reject too often, and so the AP results in Tables A1-A30 may
be too pessimistic.

Rational Expectations Tests

The led values are significant at the one percent level in only one case: Leads +8
for equation 3. They are significant at the five percent level in only four cases:
1) Leads+1 and Leads+8in equation 1, 2) Leads+1 in equation 2, and 3) Leads +1
in equation 3. Overall, the datathus strongly reject the hypothesis that expectations
arerational.

The present negative results about the RE hypothesis are consi stent with Chow’s
(1989) results, where he finds that the use of adaptive expectations performs much
better than the use of rational expectationsin explaining present value models.
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Age Distribution Effects

The age variables, AG1, AG2, and AG3, arejointly significant at the five percent
level in three of the four househol d expenditure equations, and the sign patterns are
generaly as expected. Thisis thus evidence that the U.S. age distribution has an
effect on U.S. macroeconomic equations.®

Excess Labor, Excess Capital, and Other Stock Effects

The excess capita variable is significant in the investment equation, 12, and the
excess |labor variable is significant in the employment and hours equations, 13 and
14. Regarding other stock effects, the stock of inventories has a negative effect
on production (equation 11), the stock of durable goods has a negative effect on
durable expenditures (equation 3), and the stock of housing has a negative effect on
residential investment (equation 4).

Stock Market Effects

The real wealth variable, AA, appears in three of the four household expenditure
equations. AA isaffected by C G, whichismostly the change in the value of stocks
held by the household sector, and so changes in stock prices affect expenditures
in the model through their effect on household wealth. The size of this effect is
discussed in Chapter 5. The wealth variable also appears in three of the four labor
supply equations, where the estimated effect is negative, and so changes in stock
prices aso affect labor supply. Finally, one of the cost of capital variables in the
investment equation 12 is a function of lagged values of CG, and so stock prices
have an effect on plant and equipment investment through this variable.

Interest Rate Effects

Either the short term or long term interest rate is significant in the four household
expenditure equations. Also, interestincomeis part of disposable personal income,
Y D, whichissignificantinthefour equations. Therefore, anincreaseininterest rates
has a negative effect on household expenditures through the interest rate variables
and a positive effect through the disposable personal income variable. In addition,
thechangein along terminterest rate hasanegative effect on the changein thevalue
of stocks (equation 25), and so interest rates have a negative effect on household
expenditures through their effect on household wealth. A long term interest rateis
significant in theinvestment equation 12, and so interest rates have a negative effect

9This same conclusion was also reached in Fair and Dominguez (1991). In this earlier study,
contrary to the case here, the age variables were al so significant in the equation explaining I H H .
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on plant and equipment investment through this variable. The short term interest
rate also appears in the three demand for money equations.

Money Demand Adjustment

In all three money demand equations the nominal adjustment specification dom-
inates the real adjustment specification. The nomina adjustment specification is
equation 2.28.

Unemployment Rate

The unemployment rate is significant in two of the four labor supply equations
and nearly significant in one of the other two. There is thus some evidence that a
discouraged worker effect isin operation. The unemployment rate is the demand
pressure variable in the price equation 10 and is highly significant. The unemploy-
ment rate and the change in the unemployment rate are significant in equation 30,
the estimated interest rate rule.

Price of Imports

The price of imports, PIM, is an explanatory variable in the price equation 10,
where it has a positive effect on the domestic price level. It also appears in the
import equation 27, where it has a negative effect on imports, other things being

equal.

Potential Productivity

Potential productivity, LAM, is exogenous in the model. It is constructed from a
peak to peak interpolation of measured productivity. It appears in the price and
wage equations 10 and 16. It is aso used in the definition of JHMIN, which
appearsin the employment and hours equations 13 and 14, and it isin the definition
of potential output, Y'S.

Dummy Variables

A dummy variable appears in equations 9 and 17 to account for a possible data
error. Three dummy variables appear in equation 11 to account for a steel strike;
one dummy variable appears in equation 13 to account for the same steel strike;
and four dummy variables appear in equation 27 to account for two dock strikes.
A dummy variable appears in equation 30 to account for the announced change in
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Fed behavior in the early Volcker period. Finally, nine dummy variables appear in
equation 21 to account for depreciation tax law changes.

2.5 The ROW Stochastic Equations

2.5.1 Introduction

Stochastic equations are estimated for 38 countries aside from the United States,
with up to 15 equations estimated per country. The estimates and test results are
presentedin TablesB1through B15in TableB.4inAppendix B. The 2SL Stechnique
was used for the quarterly countries and for equations 1, 2, and 3 for the annual
countries. Ordinary least squares was used for the other equations for the annual
countries. The 2SL S technique had to be used sparingly for the annua countries
because of the limited number of observations. The first stage regressors for each
eguation are listed on the website mentioned in Section 1.8.

The estimation periods were chosen based on data availability. With three ex-
ceptions, the periods were chosen to use all the available data. Thethree exceptions
are the interest rate, exchange rate, and forward rate equations, where the estima-
tion periods were chosen to begin after the advent of floating exchange rates. The
earliest starting quarter (year) for these periods was 1972:2 (1972). For the EMU
countriesthe estimation periodsfor theinterest rate, exchangerate, and forward rate
equationsend in 1998:4. Because the EMU countries have had acommon monetary
policy since 1999:1, there are no longer individual interest rate, exchange rate, and
forward rate equations for these countries. The end-of-sample stability test was not
performed for these equations for the EMU countries.

No dummy variables are used for the ROW model except for Germany. Four
dummy variables were added to the estimated equations for Germany except for
equations 7—10. Thefirst dummy variableis1in 1990:3 and 0 otherwise; the second
is1in 1990:4 and O otherwise; the third is 1 in 1991:1 and O otherwise; and the
fourthis1in 1991:2 and 0 otherwise. These were added to pick up any effects of
the German reunification. To save space, the coefficient estimates of the dummy
variables are not presented in the tables. As noted in Section 1.5, the coefficient
estimates of the dummy variables were taken as fixed when performing the AP and
end-of-sample stability tests.

Thetests per equation are similar to those donefor the US equations. Remember
from Section 1.5 that for the AP test T; is taken to be 40 quarters or 10 years after
the first observation and T is taken to be 40 quarters or 10 years before the last
observation. For the end-of-sample stability test the end period begins 12 quarters
or 3 years before the last observation. For the serial correlation test the order
of the autoregressive process was two for the quarterly countries and one for the
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annual countries. (For the test for the United States the order was four.) The led
valueswere one-quarter-ahead val uesfor the quarterly countriesand one-year-ahead
values for the annual countries. Subject to data limitations, the specification of the
ROW equations follows fairly closely the specification of the US equations. Data
limitations prevented all 15 equations from being estimated for al 38 countries.
Also, some equations for some countries were initially estimated and then rejected
for giving what seemed to be poor results.

One important difference between the US and ROW models is that the asset
variable A for each country in the ROW model measures only the net asset position
of the country vis-a-vistherest of theworld; it does not include the domestic wealth
of the country. Also, the asset variable is divided by PY - Y S beforeit is entered
as an explanatory variable in the equations. (PY isthe GDP price deflator and Y S
is an estimate of potential real GDP) This was done even for eguations that were
otherwise in log form. As discussed in Appendix B, the asset variable is off by a
constant amount, and so taking logs of the variable is not appropriate. Entering the
variableinratio formin the equationsallowsthe error to be approximately absorbed
in the estimate of the constant term.1® This procedure is, of course, crude, but at
least it responds somewhat to the problem caused by the level errorin A.

Because much of the specification of the ROW equations is close to that of
the US equations, the specification discussion in this section is brief. Only the
differences are emphasized.

A T after a coefficient estimate in Tables B1-B15 indicates that the variable is
lagged one period. To save space, only the p-values are presented for each test in
the tables except for the AP stability test. Asfor the US equations, an equation will
be said to pass atest if the p-value is greater than .01. For the AP stability test the
AP value is presented along with the degrees of freedom and the value of lambda.
The APvauehasa* infront of itif it issignificant at the one percent level, which
means that the equation fails the stahility test. No tests are performed for countries
AR, BR, and PE because of very short estimation periods. Also, stability tests are
not performed for countries with very short estimation periods.

There are obviously alot of estimates and test resultsin the tables, and it is not
feasible to discuss each estimate and test result in detail. The following discussion
triesto give ageneral idea of the results.

101 gt [A;_1/(PY;_1-YS;_1)]% denotethecorrect variablefor periodr — 1, andlet[A; _1/(PY;_1-
Y S;_1)] denote the measured variable. Under the assumptionthat § = [A;_1/(PY;_1-YS;_1)]1% —
[A;_1/(PY;_1-YS,_1)]isconstant for al 7, the measurement error is absorbed in the constant term.
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2.5.2 The Equations and Tests
Table B1: Equation 1. I M: Total Imports

Equation 1 explainsthetotal real per capitaimports of the country. The explanatory
variables include the price of domestic goods relative to the price of imports, per
capital expenditures on consumption plus investment plus government spending,
and the lagged dependent variable. The variablesarein logs. Equation 1 issimilar
to equation 27 inthe USmodel. Themain differenceisthat the expenditurevariable
includes government spending, which it does not in equation 27.

The coefficient estimate for the expenditure variable is of the expected sign
for al countries, and many of the estimates of the coefficient of the relative price
variable are significant. Equation 1 doesfairly well for thelagstest, wherethere are
6 failures out of 31, and for the end-of-sample stability test, where thereisonly 1
failure out of 28. However, for the RHO test there are 16 failures out of 31, for the
T test there are 14 failures out of 31, for the AP stahility test there are 23 failures
out of 30, and for the overid test there are 10 failures out of 15. There is one other
testin Table B1. For the countriesin which the relative price variable was used, the
log of the domestic price level was added to test the relative price constraint. The
constraint was rejected (i.e., log PY was significant) in 6 of the 24 cases.

Table B2: Equation 2: C: Consumption

Equation 2 explainsreal per capitaconsumption. The explanatory variablesinclude
the short term or long term interest rate, per capitaincome, the lagged val ue of real
per capitaassets, and thelagged dependent variable. Thevariablesareinlogsexcept
for theinterest rates and the asset variable. Equation 2 issimilar to the consumption
equations in the US model. The two main differences are 1) there is only one
category of consumption in the ROW model compared to three in the US model
and 2) theincome variableistotal GDP instead of disposable personal income.

The income variable is significant for aimost all countries, and the interest
rate and asset variables are significant for many countries. The interest rates in
these equations provide akey link from monetary policy changesto changesin real
demand. Regarding the tests, 4 of 34 fail the lags test, 10 of 34 fail the RHO test,
12 of 34 fail the T test, 17 of 33 fail the APtest, 2 of 31 fail the end-of-sample test,
and 9 of 20 fail the overid test. The led value of the income variable was used for
the leads test, and it is significant in only 3 of 34 cases.
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Table B3: Equation 3: I: Fixed Investment

Equation 3 explains real fixed investment. It includes as explanatory variables the
lagged value of investment, the current value of output, and the short term or long
term interest rate. Thevariables arein logs except for the interest rates. Equation 3
differsfrom theinvestment equation 12 for the US, which usesacapital stock series.
Sufficient data are not available to alow good capital stock seriesto be constructed
for most of the other countries, and so no capital stock series were constructed
for the ROW model. The simpler equation just mentioned was estimated for each
country.

Theoutput variableissignificant for most countries, and aninterest rate variable
issignificant for many. Again, theinterest ratesin these equations provide akey link
from monetary policy changes to changes in real demand, in this case investment
demand. Regarding the tests, 17 of 33 fail the lagstest, 20 of 33 fail the RHO test,
17 of 33fail the T test, 19 of 31 fail the AP test, 3 of 30 fail the end-of-sampletest,
and 5 of 17 fail the overid test. The dynamic and trend properties are thus not well
captured in anumber of cases. The led value of output was used for the |eads test,
andinonly 2 of 33 casesisthe led value significant.

Table B4: Equation 4: Y: Production

Equation 4 explains the level of production. It is the same as equation 11 for the
US model—see equation 2.10. It includes as explanatory variablesthe lagged level
of production, the current level of sales, and the lagged stock of inventories.

The value of A presented in Table B4 is one minus the coefficient estimate of
lagged production. Also presented in the table are theimplied values of « and 8 in
eguation 2.10. For the quarterly countries A ranges from .331 to .853 and « ranges
from .056 to .421. For the annual countries A rangesfrom .534 to0 .974 and « ranges
from .023 to .094. For the United States A was .683 and o was .353.

Equation 4 does well in the tests except for the AP test. 2 of 10 equations fail
the lags test, 2 of 10 fail the RHO test, none of 10 failsthe T test, 7 of 10 fail the
AP test, and none of 10 fail the end-of-sampletest. The led value of saleswas used
for the leads test, and in only 2 of 10 casesisthe led value significant.

As was the case for equation 11 in the US model, the coefficient estimates of
eguation 4 are consistent with the view that firms smooth production relative to
sales, and so these results add support to the production smoothing hypothesis.

Equation 5: PY: Price Deflator

Equation 5 explains the GDP price deflator. It is the same as equation 10 for the
US model except for the use of different demand pressure variables. It includes as
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explanatory variablesthe lagged pricelevel, the price of imports, the nominal wage
rate (when available), a demand pressure variable, and the time trend.

Three demand pressure variables were tried per country. Thefirst is the output
gap variable, ZZ, which equals (YS — Y)/Y S, where Y is actual output and Y S
isameasure of potential output. The construction of Y S is discussed in Appendix
B. For the second variable, log Y; was regressed on the constant term and ¢, and
logY, — logY, was taken as the demand pressure variable, where log?; is the
predicted value from the regression. The third variable is the unemployment rate
when data for it are available. The demand pressure variable whose coefficient
estimate was of the expected sign and had the largest t-statistic in absolute value
was chosen per country.

The estimates of the final specification of equation 5 are presented in Table B5.
A demand pressure variable (denoted D P in thetable) appearsin 27 of the 32 cases.
(The note to Table B5 indicates which demand pressure variable was chosen for
each equation.) The price of imports appearsin all but 3 cases, and in most cases
it is significant. Import prices thus appear to have important effects on domestic
prices for most countries.

The results of two lags tests are reported in Table B5. Thefirst isthe usual test,
and the second is one in which an extralag is added for each variable. Equation 5
does fairly well in the tests except for the AP test. 7 of 32 equations fail the first
lags test, 11 of 32 fail the second lags test, 9 of 32 fail the RHO test, 21 of 30 fail
the APtest, 1 of 29 failsthe end-of-sampletest, and 5 of 13 fail the overid test. The
led value of the wage rate was used for the leads test, and in 3 of 7 cases the led
valueis significant.

Table B6: Equation 6: M1: Money

Equation 6 explains the per capita demand for money. It is the same as equation 9
for the US model. The same nominal versus real adjustment specifications were
tested here as were tested for US equation 9 (and for the US equations 17 and 26).
Equation 6 includes as explanatory variables one of thetwo |agged money variables,
depending on which adjustment specification won, the short term interest rate, and
income.

The estimates in Table B6 show that the nominal adjustment specification was
chosen in 12 of the 20 cases. The equation does well in the tests except for the AP
test. 1 of 20 equationsfailsthelagstest, 4 of 20 fail the RHO test, 5 of 20 fail the T
test, 11 of 20 fail the AP test, 1 of 19 failsthe end-of-sampletest, and 1 of 9 failsthe
overid test. Thefirst test in the table (N vs R) adds the other lagged money variable
(i.e., thelagged money variable not chosen for the final specification). Only for the
United Kingdom isthe variable significant. For the United Kingdom both variables
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are significant when included together.

Aswas the case for the United States, the demand for money equations for the
other countries are presented for sake of completeness only. The short term interest
rate in a country is determined by the interest rate rule (equation 7 next), and the
money supply is whatever is needed to have the money demand equation met.

Table B7: Equation 7: RS: Short Term Interest Rate

Equation 7 explainsthe short term (three month) interest rate. It isinterpreted asthe
interest raterule of each country’ smonetary authority, anditissimilar to equation 30
inthe USmodel. For the EMU countriesthe equation isonly relevant for the period
through 1998:4. The explanatory variables that were tried (as possibly influencing
the monetary authority’s interest rate decision) are 1) the rate of inflation, 2) the
output gap variable ZZ, 3) the German short term interest rate (for the European
countries only), and 4) the U.S. short term interest rate. The U.S. interest rate was
included on the view that some monetary authorities' decisions may be influenced
by the Fed’s decisions. Similarly, the German interest rate was included in the
(non German) European equations on the view that the (non German) European
monetary authorities’ decisions may be influenced by the decisions of the German
central bank.

Table B7 shows that the inflation rate is included in 16 of the 24 cases, ZZ in
12 cases, the German rate in 7 cases, and the U.S. rate in 17 cases. There is thus
evidencethat monetary authorities areinfluenced by inflation and demand pressure.
Equation 7 does well in the tests. 1 of the 24 equations fails the lags test, 2 of 24
fal the RHO test, 2 of 24 fail the T test, 6 of 24 fail the AP test, none of 14 fail the
end-of-sample test, and 5 of 13 fail the overid test.

Threeimportant countriesin the MC model are Japan, Germany, and the United
Kingdom. Theinflation rate and Z Z appear in each of the estimated rulesfor these
countries. The equations passall thetestsexcept the T test for the United Kingdom.
Also, the U.S. rate affects each of the threerates, and in this sense the United States
isthe monetary policy leader.

Equation 7 for EU is explained at the end of this section. It is only relevant
from 1999:1 on.

Table B8: Equation 8: RB: Long Term Interest Rate

Equation 8 explainsthelong term interest rate. It isthe same as equations 23 and 24
intheUSmodel. For the EMU countriesthe equationisonly relevant for the period
through 1998:4. For the quarterly countries the explanatory variables include the
lagged dependent variable and the current and two lagged short rates. For theannual
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countries the explanatory variables include the lagged dependent variable and the
current and one lagged short rates. The same restriction wasimposed on equation 8
as was imposed on equations 23 and 24, namely that the coefficients on the short
rate sum to onein the long run.

Thefirst test in Table B8 shows that the restriction that the coefficients sum to
oneisonly rgiected in 2 of the 20 cases. The equation does well in the other tests.
3 of the 20 equations fail the lags test, 1 of 20 fails the RHO test, 5 of 20 fail the
T test, 5 of 20 fail the AP test, none of 13 fails the end-of-sample test, and 1 of 12
fails the overid test. The led value of the short term interest rate was used for the
leads test, and it is not significant in any of the 19 cases.'*

Equation 8 for EU is explained at the end of this section. It is only relevant
from 1999:1 on.

Table B9: Equation 9 E or H: Exchange Rate

Equation 9 explains the country’s exchangerate: E for the non European countries
plus Germany and H for the non German European countries. E is a country’s
exchange rate is relative to the U.S. dollar, and H is a country’s exchange rate
relative to the Deutsche mark (DM). An increase in E is a depreciation of the
country’s currency relative to the dollar, and an increase in H is a depreciation of
the country’s currency relative to the DM. For the EMU countries the equation is
only relevant for the period through 1998:4.

The theory behind the specification of equation 9 is discussed in Fair (1994),
Chapter 2. Equation 9 is interpreted as an exchange rate reaction function. The
equationsfor E and H havethe same general specification except that U.S. variables
arethebasevariablesfor the E equationsand German variablesarethebasevariables
for the H equations. The following discussion will focuson E.

It will first be useful to define two variables:

r=[(1+ RS/100)/(1+ RSys/100)]%, (2.33)

r isarelativeinterest rate measure. RS isthe country’s short term interest rate, and
RSys istheU.S. short terminterest rate (denoted simply RS inthe USmodel). RS
and RSy are divided by 100 in the definition of r because they are in percentage
points rather than percents. Also, the interest rates are at annual rates, and so the
termin bracketsin the definition of r israised to the .25 power to put r at aquarterly
rate. For the annual countries .25 is not used. p isthe relative price level, where

L1collinearity problems prevented the leads test form being performed for Korea.
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PY isthe country’s GDP price deflator and PYy s isthe U.S. GDP price deflator
(denoted GD P D in the US model).*
The equation for E is based on the following two equations.

E* =apr?, (2.35)

E/E_1 = (E*/E_1)"¢ . (2.36)

Equation 2.35 states that the long run exchange rate, E*, depends on the relative
price level, p, and the relative interest rate, . The coefficient on the relative price
level isconstrained to be one, which meansthat inthelong runthereal exchangerate
isassumed merely to fluctuate asthe relative interest rate fluctuates. Equation 2.36
isapartia adjustment equation, which says that the actual exchange rate adjusts A
percent of the way to the long run exchange rate each period.

Equations 2.35 and 2.36 imply that

log(E/E_1) = Aloga + A(logp —l0g E_1) + ABlogr + €. (2.37)

The restriction that the coefficient of the relative price term is one can be tested by
adding log E_; to equation 2.37. If the coefficient is other than one, this variable
should have a nonzero coefficient. Thisisone of the tests performed in Table BO.

The equations for the European countries (except Germany) are the same as
above with H replacing E, RS replacing RSy s, and PYg g replacing PYy .

Exchange rate equations were estimated for 25 countries. For a number of
countries the estimate of the coefficient of the relative interest rate variable was of
the wrong expected sign, and in these cases the relative interest rate variable was
dropped from the equation. Also, for 7 countries—CA, JA, AU, IT, NE, UK, SO—
the estimate of A in equation 2.37 was very small (“very small” defined to be less
than .025), and for these countries the equation was reestimated with A constrained
to be .050.

The unconstrained estimates of A in the equation vary from .053 to .233 for the
quarterly countriesand from .071 to .489 for the annual countries. A small valuefor
A meansthat it takes considerable time for the exchange rate to adjust to arelative
price level change. The relative interest rate variable appearsin 7 equations. It is
only significant in 2 (CA and NE), however, and so thereis only limited support for
the hypothesis that relative interest rates affect exchange rates.

The first test in Table B9 is of the restriction discussed above. The restriction
is tested by adding log E_; or log H_; to the equation. It is rejected in 8 of the
25 cases. For the other tests, 7 of the 25 equations fail the lags test, 9 of 25 fail

2Therelativeinterest rateisdefined theway it isso that logs can be used in the specification bel ow.
This treatment relies on the fact that the log of 1 + x is approximately x for small values of x.
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the RHO test, 10 of 25 fail the T test, 8 of 24 fail the AP test, none of 13 fails the
end-of-sample test, and 3 of 12 fail the overid test.

Since equation 9 isin log form, the standard errors are roughly in percentage
terms. The standard errors for a number of the European countries are quite low,
but remember that these are standard errors for H, not E. The variance of H is
much smaller than the variance of E for the European countries.

Therelative interest rate variable appears in the equations for Japan, Germany,
and theUnited Kingdom, and so rel ativeinterest rates have an effect ontheexchange
rates of these three key countries in the model. As noted above, however, they are
not significant, and so the relative interest rate effects are at best weak.

Equation 9 for EU is explained at the end of this section. It is only relevant
from 1999:1 on.

Table B10: Equation 10F: Forward Rate

Equation 10 explains the country’s forward exchange rate, F. This equation isthe
estimated arbitrage condition, and athough it plays no role in the modd, it is of
interest to see how closely the quarterly dataon EE, F, RS, and RSy s match the
arbitrage condition. (E E differsfrom E in that it is the exchange rate at the end of
the period, not the average for the period.) The arbitrage condition in this notation
is

F/EE = [(1+ RS/100)/(1+ RSys/100)]%e". (2.38)

In equation 10, log F is regressed on log EE and .25log(1 + RS/100)/(1 +
RSys/100). If the arbitrage condition were met exactly, the coefficient estimates
for both explanatory variables would be one and the fit would be perfect.

The results in Table B10 show that the data are generally consistent with the
arbitrage condition, especialy considering that some of the interest rate data are
not exactly the right datato use. Note the t-statistic for Switzerland of 14,732.73!
Equation 10 plays no role in the model because F does not appear in any other
equation.

Table B11: Equation 11 P X: Export Price Index

Equation 11 explains the export priceindex, P X. It providesalink from the GDP
price deflator, PY, to the export price index. Export prices are needed when the
countries are linked together. If a country produced only one good, then the export
price would be the domestic price and only one price equation would be needed.
In practice, of course, a country produces many goods, only some of which are
exported. |f a country is a price taker with respect to its exports, then its export
prices would just be the world prices of the export goods. To try to capture thein
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between case where a country has some effect on its export prices but not complete
control over every price, the following eguation is postul ated:

PX = PY'[PWS(E/E95)1} €. (2.39)

PW$istheworld price index in dollars, and so PW$(E/E95) is the world price

index in local currency. Equation 2.39 thus takes P X to be a weighted average

of PY and the world price index in local currency, where the weights sum to one.

Equation 11 was not estimated for any of the major oil exporting countries, and so

P W$ was constructed to be net of oil prices. (See equationsL-5in Table B.3.)
Equation 2.39 was estimated in the following form:

logPX — log[PWS(E/E95)] = Allog PY — log[PWS$(E/E5)] + €. (2.40)

The restriction that the weights sum to one and that PW$ and E have the same
coefficient (i.e, that their product entersthe equation) can betested by addinglog PY
and log E to equation 2.40. If thisrestriction is not met, these variables should be
significant. Thisisone of the tests performed in Table B11.

Equation 11 was estimated for 32 countries. For 2 of the countries—SY and
MA—the estimate of 1 was greater than 1, and for these cases the equation was
reestimated with A constrained to be 1. When X is 1, there is a one to one link
between PX and PY. For 7 of the countries—GR, PO, CH, AR, CE, ME, and
PE—the estimate of A was less than 0, and for these countries the equation was
reestimated with only the constant term as an explanatory variable. When thisis
done, thereisaoneto onelink between PX and PW$(E /E95). Equation 11 was
estimated under the assumption of a second order autoregressive error term.

Theresultsin Table B11 show that the estimates of theautoregressive parameters
are generaly large. The estimates of A vary from .274 to .854 for the quarterly
countries and from .076 to .870 for the annual countries. Thefirst testin Table B11
isof therestriction discussed above. Therestrictionisrejectedin 14 of the 32 cases.
The equation failsthe AP test in 9 of 30 cases. It fails the end-of-sample test in 1
of 28 cases.

It should be kept in mind that equation 11 is meant only as arough approxima-
tion. If moredisaggregated datawere avail able, onewould want to estimate separate
price equations for each good, where some goods' prices would be strongly influ-
enced by world prices and some would not. Thistype of disaggregation is beyond
the scope of the model.

Table B12: Equation 12: W: Wage Rate

Equation 12 explains the wage rate. It is similar to equation 16 for the US model.
It includes as explanatory variables the lagged wage rate, the current price level,
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the lagged price level, a demand pressure variable, and the time trend. The same
restrictionimposed on the price and wage equationsin the USmodel isalsoimposed
here. Given the coefficient estimates of equation 5, the restriction is imposed on
the coefficientsin equation 12 so that the implied real wage equation does not have
the real wage depend on either the nominal wage rate or the price level separately.
The same searching for the best demand pressure variable was done for the wage
equation as was done for the price equation.

The estimates of equation 12 show only mild support for the demand pressure
variables having an effect on the wage rate. A demand pressure variable (denoted
DW in the table) appearsin 5 of the 7 equations, but it is significant in only 2 of
them. The test results show that the real wage restriction is rejected in 2 of the 7
cases. None of the 7 equations fails the lags test, none of 7 failsthe RH O test, 6
of 7 fal the AP test, 1 of 7 fails the end-of-sample test, and 1 of 5 fails the overid
test. The test results are thus good except for the AP results, which are poor.

Table B13: Equation 13: J: Employment

Equation 13 explains the change in employment. Itisinlog form, and it issimilar
to equation 13 for the US model. It includes as explanatory variables the amount
of excess labor on hand, the change in output, and the time trend. It also includes
the lagged change in output for CA. It does not include the lagged change in em-
ployment, which US equation 13 does.

Most of the coefficient estimates for the excess labor variable are significant
in Table B13, which is support for the theory that firms at times hold excess labor
and that the amount of excess labor on hand affects current employment decisions.
Most of the change in output terms are also significant. Regarding the tests, 6 of
the 14 equationsfail the lagstest, 5 of 14 fail the RHO test, 7 of 14 fail the AP test,
none of 14 fails the end-of-sample test, and 6 of 9 fail the overid test. Theled value
of the change in output was used for the leads tests, and it is significant in only one
case.

Table B14: Equation 14: L1: Labor Force-Men;
Table B15: Equation 15: L2: Labor Force-Women

Equations 14 and 15 explain the labor force participation rates of men and women,
respectively. They are in log form and are similar to equations 5, 6, and 7 in the
US model. The explanatory variables include the real wage, the labor constraint
variable, Z, the time trend, and the lagged dependent variable. The construction of
Z isexplained in Appendix B. Z isused instead of U R in the ROW model to try to
pick up discouraged worker effects.
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Z issignificant in a number of cases for equations 14 and 15, which provides
some support for the discouraged worker effect. The real wage appearsin 2 cases
for equation 14 and in 3 cases for equation 15. When the real wage appeared in the
eguation, the log of the price level, log PY, was added to the equation for one of
the tests to test the real wage restriction. Tables B14 and B15 show that log PY is
significant (and thus the restriction rejected) in 2 of the 5 cases.

In Table B14, 5 of the 14 equations fail the lagstest, 2 of 14 fail the RHO test,
7 of 14 fail the AP test, none of 14 fails the end-of-sample test, and 3 of 9 fail the
overid test. In Table B15, 2 of the 12 equations fail the lags test, 2 of 12 fail the
RHO test, 7 of 12 fail the AP test, none of 12 fails the end-of-sample test, and 4 of
8 fail the overid test.

Tables B7, B8, B9: EU Specifications

The 11 countries that make up the EU in the model are listed at the bottom of
Table B.1 in Appendix B. The EU variables that are used in the model are listed
near the bottom of Table B.2. The EU variables that are needed are RS, RB, E,
Y, YS,and PY. Any other EU variables that are used are functions of these six
variables. Data on the first three variables are available from the IFS. Y for EU is
takentobethesum of Y for thesix quarterly EU countries: GE, AU, FR, IT, NE, and
FI. The annual countries that are excluded are BE, IR, PO, SP, and GR. Similarly,
Y S for EU istaken to be the sum of Y S for the six quarterly EU countries. PY for
EU isthe ratio of nominal output to real output for the six countries.

There are three estimated EU equations, explaining RS, RB, and E. These
are equations 7, 8, and 9. The estimates are presented at the top of Tables B7, B8,
and B9. The estimation period is 1972:2-2001:3 for equation 7, 1970:1-2001:4
for equation 8, and 1972:2—-2001:4 for equation 9. German data are used prior to
1999:1, and adummy variable that is 1 in 1999:1 and O otherwise is added to each
eguation to pick up any transition effects. The coefficient estimates of the dummy
variable are not presented in the tables. PY for EU appearsin equations 7 and 9.
The EU output gap variable, Z Z, appearsinequation 7. Itisequal to (YS—Y)/Y S,
where Y and Y S are the EU variables discussed above.

Remember that equation 7 for Germany isthe estimated interest rate rule of the
Bundesbank when it determined German monetary policy (through 1998:4). The
use of German data prior to 1999:1 to estimate equation 7 for the EU means that
the behavior of the European Central Bank (ECB) is assumed to be the same as
the behavior of the Bundesbank except that the right hand side variables are EU
variables rather than German ones. Likewise, the structure of the EU exchange rate
equation 9 is assumed to be the same as the German equation except that the right
hand side variables are changed from German ones to EU ones. The same is also
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true of the long run interest rate equation 8.

Using only the six quarterly EU countries to construct Y, Y S, and PY means
that implicit in equation 7 is the assumption that the ECB only takes these six
countries into account when setting its monetary policy. Although most of EU
output isfrom the six quarterly countries, in future work the other countries should
be included. Thiswas not one here because of the lack of good quarterly data for
the other countries.

The estimates in the three tables show that the estimates for EU are close to
the estimates for Germany alone. This is, of course, not surprising since the EU
equations have only 11 or 12 additional observations. These three equations are
relevant from 1999:1 on; they play noroleinthemodel prior tothistime. Whenthese
three equations are relevant, equations 7, 8, and 9 for the individual EU countries
are not part of the model. See Table B.3 for more detail.

The Trade Share Equations

a;;, isthefraction of country i’sexportsimported by j inperiod ¢, wherei runsfrom
1to 58 and j runsfrom 1to 59. Thedataon a;; are quarterly, with observations for
most i, j pairs beginning in 1960:1.

One would expect a;;, to depend on country i's export price relative to an index
of export prices of all the other countries. The empirical work consisted of trying
to estimate the effects of relative priceson a;;,. A separate equation was estimated
for each i, j pair. The equation is the following:

ajjr = Bij1 + Bijeaiji—1 + ,BijS(PX$it/(Zl§il agjr P X$) + uije, (2.41)
r=1...,T. '

PX$; isthe priceindex of country i’s exports, and 322, ay;, P X$y, isan index of
all countries export prices, where the weight for a given country k is the share of
k’'sexportsto j inthetotal importsof j. (Inthissummation k = i is skipped.)

With i running from 1 to 58, j running from 1 to 59, and not countingi = j,
there are 3,364 (= 58 x 58) i, j pairs. There are thus 3,364 potential trade share
eguations to estimate. In fact, only 1,488 trade share equations were estimated.
Data did not exist for all pairs and all quarters, and if fewer than 26 observations
were available for agiven pair, the equation was not estimated for that pair. A few
other pairswere excluded because at | east some of the observations seemed extreme
and likely suffering from measurement error. Almost all of these cases werefor the
smaller countries.

Each of the 1,488 equations was estimated by ordinary least squares. The
main coefficient of interest is g;;3, the coefficient of the relative price variable. Of
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the 1,488 estimates of this coefficient, 74.7 percent (1,111) were of the expected
negative sign. 33.3 percent had the correct sign and a t-statistic greater than two in
absolute value, and 56.2 percent had the correct sign and a t-statistic greater than
one in absolute value. 5.8 percent had the wrong sign and a t-statistic greater than
two, and 12.8 percent had the wrong sign and a t-statistic greater than one. The
overall results are thus quite supportive of the view that relative prices affect trade
shares.

The average of the 1,111 estimates of g;;3 that were of theright sign is -.0136.
Bijz measures the short run effect of arelative price change on the trade share. The
long run effect is B;;3/(1 — Bij2), and the average of the 1,111 values of this is
-.0716.

Thetrade share equationswith thewrong sign for g;;3 were not used in the sol u-
tion of the model. Thetrade sharesfor these i, j pairs were taken to be exogenous.

Inthe solution of themodel the predicted valuesof «;;, say, &;;;, do not obey the
property that Zfﬁl @;j; = 1. Unlessthis property is obeyed, the sum of total world
exports will not equal the sum of total world imports. For solution purposes each
@;j; was divided by Z?ﬁl @;jr, and this adjusted figure was used as the predicted
trade share. In other words, the values predicted by the equations in 2.41 were
adjusted to satisfy the requirement that the trade shares sum to one.

2.5.3 Additional Comments
Lags, RHO, T, Stability Tests

The equations do moderately well for the lags, RHO, and T tests. For the lags
test there are 65 failures out of 276 cases (23.6 percent); for the RHO test there
are 84 failures out of 256 (32.8 percent); and for the T test there are 73 failures
out of 229 (31.9 percent). These results suggest that the dynamic specifications of
the equations are reasonably good. The results are not strong for the AP stability
test, where there are 152 failures out of 299 (50.8 percent). More observations are
probably needed before much can be done about this problem. The end-of-sample
stability test results, on the other hand, are quite good, with only 10 failures out of
261 (3.8 percent). For the overid test there are 53 failures out of 142 (37.3 percent).

Rational Expectations Tests

There is little support for the use of the led values and thus little support for the
rational expectations hypothesis. The led values are significant in only 11 out of
117 cases (9.4 percent).



68 CHAPTER 2. THE MC MODEL

Excess Labor and Other Stock Effects

The excess labor variable is significant in most of the employment equations 13.
The stock of inventoriesis significant in most of the production eguations 4.

Wealth Effects

The wealth variable, A, which is the country’s net stock of foreign security and
reserve holdings, appearsin 8 of the consumption equations 2.

Interest Rate Effects

Either the short term or long term interest rate appears in most of the consumption
and investment equations 2 and 3. The short term interest rate also appears in
the demand for money eguations 6. The relative interest rate appears in 7 of the
exchange rate equations 9. The U.S. short term interest rate appears in 17 of the
interest raterules 7, and the German short term interest rate appearsin 7 of therules.

Money Demand Adjustment
The nominal adjustment specification dominates the real adjustment specification
in 12 of the 20 cases for the money demand equations 6.

Demand Pressure Variables

A demand pressure variable appearsin nearly all the price equations 5 and the wage
equations 12. The gap variable, ZZ, appears in many of the interest rate rules 7.
The labor constraint variable, Z, appears in most of the labor supply equations 14
and 15.

Price of Imports
The price of imports, P M, appearsin all but one of the price equations 10. It aso
appearsin al but four of the import equations 1.

Potential Productivity

Potential productivity, LAM, is exogenous in the model. It is constructed from a
peak to peak interpolation of measured productivity, Y/J. It appearsinthepriceand
wage equations 5 and 12. Itisalso used in the definition of J M I N, which appears
in the employment equations 13, and it isin the definition of potential output, Y S.
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Dummy Variables

Dummy variables appear only in some of the German equations and in the three
EU equations.
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Chapter 3

Nominal versus Real Interest
Rate Effects

3.1 Introduction?

Thisisashort chapter, but it contains an important set of empirical results. It will be
seen that the data rather strongly support the use of nominal over real interest rates
in most expenditure equations. This chapter uses the consumption and investment
eguations of the MC model to test for nominal versus real interest rate effects. The
aim of the testsis to see if the interest rates that households and firms use in their
decision making processes are better approximated by nominal or real rates.

3.2 The Test

Thetestisasfollows. Let for period 7 i, denote the nominal interest rate, r; the real
interest rate, and p¢ the expected future rate of inflation, where the horizon for p¢
matches the horizon for i,. By definitionr, = i, — p¢. Consider the specification of
a consumption or investment equation in which the following appears on the right
hand side:
ai; + Bp;.

For the real interest rate specification « = —pg, and for the nominal interest rate
specification B = 0. The real interest rate specification can be tested by adding p¢
to an equation with i, — p¢ included, and the nominal interest rate specification can
be tested by adding p¢ to an equation with i, included. The added variable should
have a coefficient of zero if the specification is correct, and one can test for this.

ITheresultsin this chapter are updates of those in Fair (2002).
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Four measures of py were tried for countries with quarterly data (all at annual
rates). Two of these have already been used for the tests in Chapter 2, namely pj,,
whichis P,/ P;_4—1, and pg,, whichis (P,/ P,_g)"® — 1, where P, denotesthe price
level for quarter ¢. The other two measures used in this chapter are the one quarter
change, (P;/P,_1)* — 1, and the two quarter change led once, (P,1/Pi—1)> — 1.
Three measuresweretried for countrieswith only annual data: the one year change,
P,/P,_1 — 1, the two year change, (P,/P,_»)"° — 1, and the two year change led
once, (P,11/P,_1)° — 1, where P, denotes the price level for year t.

The results of the tests are presented in Tables 3.1 and 3.2. The equations that
are tested are the ones in Tables A1, A2, A3, A4, A12, B2, and B3. An eguation
was tested if the absolute value of the t-statistic of the coefficient estimate of the
nominal interest rate variable was greater than 1.5. Except for US investment
equation 12, nominal interest rates are used in the equations.? In Table 3.1 the
p-value is presented for each equation and each measure of p¢. Columnsa, b, c,
and d correspond to the four measures of p¢. Table 3.2 presents estimates of both
o and g for each case. It also presents the estimate of « when no measure of p¢
is included, which is the specification used in the MC model except for the U.S.
investment equation.

As noted in Section 2.2, when the 2SLS estimator is used, which it is in most
cases, the predicted values from the first stage regressions can be interpreted as
predictions of the agentsin the economy under the assumption that agents know the
valuesof thefirst stageregressorsat thetimethey formtheir expectations. Sinceboth
i; and p¢ aretreated as endogenous in the 2SL S estimation, agents can be assumed
to have used the first stage regressions for i, and p; for their predictions. These
predictions use the information in the predetermined variables in the model. This
interpretation isimportant when considering the use of P, ; in one of the measures
of p¢. Agentsin effect are assumed to form predictions of P4 by running first
stage regressions.

3.3 The Results

Theresults for the real interest rate specification are in the left half of Table 3.1. A
low p-valueisevidence against thereal interest rate hypothesisthat « = —8. With
afew exceptions, the main one being the USinvestment equation, theresultsare not
supportive of the real interest rate hypothesis. For the U.S. household expenditure
equations (rows 1-4) 15 of the 16 p-valuesarelessthan .01. For the other quarterly

2Thereisapotential biasfrom starting with equations chosen using nominal rather than real interest
rates. Some experimentation was done to seeif other equations would be added if real interest rates
were used first, but no further equations were found.
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Table 3.1
Nominal versus Real Interest Rateswi; + B py

Real Test (@ = —B)

Nominal Test (8 = 0)

p-value p-value Sample
Variable a b c d a b c d Period
Countries with Quarterly Data

1 UsCs .000 .000 .000 .000 | .184 .045 .010 .181 | 1954:1-2002:3

2 USCN .000 .000 .000 .000 | .005 .001 .002 .004 | 1954:1-2002:3

3 uUsCD .004 000 .002 .032 | 512 129 494 686 | 1954:1-2002:3

4 US/IHH | 000 .000 .000 .000 | .760 .032 .071 .464 | 1954:1-2002:3

5 USIKF | 451 369 424 484 | .037 .039 .015 .034 | 1954:1-2002:3

6 CA:C .008 .009 .017 .005 | .991 879 569 .771 | 1966:1-2001:4

7 JA:C .001 .003 .010 .000 | .008 .116 .307 .007 | 1966:1-2001:3

8 JA:I .007 .002 .000 .004 | 341 .006 .020 .107 | 1966:1-2001:3

9 AU:C .000 .000 .000 .000 | .000 .000 .001 .000 | 1970:1-2001:3
10 AuU:l 306 453 .189 440 | .253 .008 .012 .326 | 1970:1-2001:3
11 FRiI .000 .000 .000 .000 | .241 .043 173 .349 | 1971:1-2001:3
12 GEC .000 .007 .241 .000 | .030 .521 .278 .002 | 1970:1-2001:4
13 IT:C .006 .002 .006 .008 | .772 955 .444 892 | 1971:1-2001:3
14 IT:| .000 .000 .000 .000 | .057 .284 .813 512 | 1971:1-2001:3
15 NEC .006 .004 036 .016 | .044 788 .822 .018 | 1978:1-2001:4
16 NE:| .004 001 .000 .001 | .095 929 999 252 | 1978:1-2001:4
17 ST:C .005 .002 .010 .011 | .036 .008 .046 .079 | 1983:1-2000:4
18 UK:C .002 .000 .000 .002 | .159 966 .620 .171 | 1966:1-2001:3
19 UK:I .000 .000 .000 .000 | .134 .779 .844 .034 | 1966:1-2001:3
20 AS| .003 .001 .001 .001 | .100 .008 .027 .067 | 1966:1-2001:2
21 Sso:C .000 .001 .001 .003 | .030 .061 .061 .054 | 1961:1-2001:3
22 SOl .000 .000 .000 .000 | 546 .079 .131 .158 | 1961:1-2001:3
23 KO:.C .087 .047 090 .080 | .115 .180 .005 .104 | 1974:1-2001:4

Countries with Annual Data

24  BE:| .000 .000 .000 185 205 114 1962-1998
25 DE:|I 016 .060 .164 465 031 .051 1967-2000
26 GR:C 031 .046 407 .008 .011 .010 1963-2000
27 GR:I .000 .000 .000 551 449 779 1963-2000
28 IR C 056 .105 .022 .029 .052 .009 1968-2000
29 PO:C 019 024 .032 .067 246 .056 1962-1998
30 POl .000 .000 .001 892 767 .758 1962-1998
31 Sk.C 547 403 706 313 381 186 1962-2000
32 Sk .000 .000 .001 245 147 441 1962-2000
33 Nz:C .009 .009 .010 998 852 .764 1962-2000
34  VEI .001 .003 .001 .002 .057 .008 1962-2000
35 CO:C 017 046 .043 124 359 454 1971-2000
36 PH:C .065 .046 .028 .015 .026 .038 1962-2001
37 PH:I .002 .002 .004 539 476 .158 1962-2001
38 CH:C 112 203 .036 265 949 758 1984-1999

e Quarterly countries: P, = pricelevel for quarter 7.

a: pf = (P/P)* = 1,b: pf = Pt/Pr_a—1,¢: pf = (P1/Pr_g)® — 1,

d: pf = (Pry1/P_1)? — 1

e Annual countries: P; = price level for year 7.
b pf = Pi/P_1 =L ¢t pf = (Pr/Pi—2)° — L, d: pf = (Pr41/P—1)° — 1.

o Variables: CS = Consumption of Services, CN = Consumption of Non Durables,
C D = Consumption of Durables, IHH = Residential Investment,

IKF = Nonresidential Fixed Investment, C = Total Consumption, | = Total Investment.

73



74

CHAPTER 3. NOMINAL VERSUS REAL EFFECTS

Table 3.2
Estimates ofa and g: «i; + Bp¢
b c B=0
Variable & B & B & B & B &
Countries with Quarterly Data
1 USCS -.101 -.037 -.082 -.056 -.071 -.093 -.108 -.038 -.123
(-3.79) (-1.36) | (-3.02) (-2.06) | (-266) (-2.66) | (-4.14) (-1.37) | (-5.75)
2 USCN -.155 -.100 -.124 -117 -.102 -.132 -.164 -.105 -174
(-384) (-291) | (-296) (-348) | (-2.21) (-322) | (-4.06) (-294) | (-4.24)
3 USCD -471 -.123 -.381 -.302 -479 -.219 -.393 -.079 -514
(-275) (-0.67) | (-2.11) (-1.56) | (-206) (-0.70) | (-229) (-0.42) | (-3.23)
4 US IHH -2.781 .047 | -2.650 =777 | -2786  -1.129 | -2.862 =244 | -2.955
(-5.84) (0.31) | (-5.06) (-2.22) | (-5.05) (-2.01) | (-5653) (-0.75) | (-6.17)
5 USIKF -.0049 .0035 | -.0051 .0036 | -.0061 .0046 | -.0049 .0037 | -.0025
(-247)  (215) | (-251) (212) | (-269) (250) | (-250) (219) | (-1.54)
6 CA:C -.096 -.000 -.095 -.005 -.119 .023 -.093 -.009 -.096
(-289) (-001) | (-275) (-0.15) | (-3.23)  (057) | (-273) (-0.30) | (-2.98)
7 JA:C -.063 -.065 -.079 -.038 -.078 -.032 -.073 -.069 -117
(-148) (-269) | (-1.74) (-159) | (-1.56) (-1.03) | (-1.70) (-2.69) | (-2.91)
8 J: -.242 -.048 -.147 -.183 -.180 =177 -.219 -.096 -.264
(-2.26)  (-095) | (-1.33) (-275) | (-1.59) (-2.33) | (-2.04) (-1.61) | (-2.52)
9 AU:C -.032 -.396 -.026 -414 -.119 -.376 .006 -.506 -.175
(-032) (-372) | (-0.32) (-3.76) | (-1.60) (-3.46) | (0.07) (-4.59) | (-2.24)
10 AuU:l -.908 A77 | -1.521 1.270 | -1.548 1.089 | -1.092 715 -.735
(-252)  (114) | (-371) (266) | (-411) (251) | (-230) (0.98) | (-2.60)
11 FR:I -.207 -.063 -.156 -.146 -.163 -121 -.189 -.091 -.249
(-325) (-1.17) | (-221) (-2.02) | (-220) (-1.36) | (-229) (-0.94) | (-4.76)
12 GEC -121 -.206 -.259 .057 -.323 .186 -.030 -.370 -.231
(-152) (-204) | (-377) (064) | (-345)  (1.09) | (-0.35) (-3.02) | (-4.26)
13 IT:C -.033 -.008 -.042 .001 -.062 .020 -.039 -.004 -.042
(-143) (-029) | (-1.73) (0.06) | (-236) (0.76) | (-1.68) (-0.14) | (-3.22)
14 IT:1 -.213 .050 -.210 .044 -.189 .014 -.198 .034 -.169
(-477)  (1.90) | (-378) (1.07) | (-2.83) (0.24) | (-336)  (0.66) | (-4.31)
15 NEC -.493 .262 -.254 .028 -.187 .022 -.567 .361 -.229
(-318)  (202) | (-209) (0.27) | (-1.68)  (0.23) | (-344) (2.37) | (-2.94)
16 NE: | -1.585 711 -.876 .019 -.884 -.000 | -1.103 .228 -.863
(-300) (167) | (-270)  (0.09) | (-264) (-0.00) | (-3.30)  (1.15) | (-3.32)
17 ST:C -.490 193 -.452 167 -.704 337 -.445 163 -.307
(-338)  (229) | (-463) (298) | (-263) (1.94) | (-390) (248) | (-2.14)
18 UK:C -.078 -.046 -.149 .001 -.178 .017 -.083 -.043 -.148
(-1.26) (-1.41) | (-260) (0.04) | (-266) (0.50) | (-1.39) (-1.37) | (-3.94)
19 UK:I -.572 077 -.454 .020 -.455 -.016 -.819 162 -.418
(-392) (150) | (-272) (0.28) | (-253) (-0.20) | (-4.23) (2.12) | (-4.06)
20 AS| -.179 -.102 -.113 -.189 -.118 -.183 -.160 -.147 -.237
(-1.86) (-1.64) | (-1.15) (-264) | (-1.16) (-2.21) | (-1.60) (-1.83) | (-2.69)
21 SO:.C -.106 -.076 -.103 -.105 -.100 -.106 -.096 -.110 -.127
(-2.36) (-218) | (-226) (-1.87) | (-220) (-1.88) | (-2.05) (-1.93) | (-2.83)
22 SO -.761 .045 -.911 .206 -.827 .188 -.874 .168 -.726
(-417)  (0.60) | (-456) (L76) | (-4.00) (151) | (-4.37) (1.41) | (-4.33)
23 KO:C -.182 .071 -.188 .070 =277 179 -.186 077 -.124
(-245)  (157) | (-243) (L34) | (-336) (2.82) | (-256)  (1.63) | (-2.05)
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Table 3.2 (continued)

b c d B=0
Variable & B & B & B @
Countries with Annual Data

24 BE: | -2.611 .594 -2.562 510 -2.780 .666 -2.168
(-4.58) (1.33) (-4.63) (1.27) (-4.86) (1.58) (-4.79)

25 DE: | -1.936 734 -2.673 1.807 -2.703 1.986 -1.422
(-2.39) (0.73) (-3.77) (2.15) (-3.44) (1.95) (-3.55)

26 GR:C -.063 -.182 -.033 -.200 .094 -.198 -.331
(-0.43) (-2.66) (-0.20) (-2.53) (0.57) (-2.58) (-2.81)

27 GR: | -1.970 214 -1.479 -.242 -2.153 .090 -1.690
(-2.96) (0.60) (-2.24) (-0.76) (-3.36) (0.28) (-3.69)

28 IR: C -.050 -.360 -.016 -.303 .033 -.594 -.342
(-0.20) (-2.19) (-0.06) (-1.94) (0.13) (-2.62) (-1.73)

29 PO: C -.592 274 -.488 .182 -.625 277 =222
(-2.49) (2.83) (-1.96) (1.16) (-2.41) (1.91) (-1.83)

30 PO: | -1.018 -.036 -.974 -.084 -.940 -.075 -1.060
(-2.40) (-0.14) (-2.07) (-0.30) (-2.19) (-0.31) (-3.73)

31 SP: C -.223 124 -.247 117 -.202 141 -.240
(-2.48) (1.01) (-2.71) (0.88) (-2.17) (1.32) (-2.39)

32 SP: | -.588 -.323 -.459 -.402 -.693 -.204 -.864
(-1.69) (-1.16) (-1.26) (-1.45) (-2.01) (-0.77) (-3.31)

33 NZ: C -.274 .000 -.295 .017 -.253 -.022 -.274
(-1.97) (0.00) (-1.90) (0.19) (-1.95) (-0.30) (-2.68)

34 VE: | -.266 -.385 -.356 -.376 -.296 -.464 -.502
(-1.26) (-3.13) (-1.57) (-1.90) (-1.33) (-2.64) (-2.28)

35 co: C -.066 -.109 -.086 -.089 -.136 -.068 -.124
(-0.88) (-1.54) (-1.10) (-0.92) (-1.60) (-0.75) (-1.85)

36 PH: C -.050 -137 -.018 -.186 -.066 -.170 -.205
(-0.42) (-2.44) (-0.14) (-2.22) (-0.53) (-2.07) (-1.91)

37 PH: | -1.265 -154 -1.186 -.253 -1.794 438 -1.413
(-2.40) (-0.61) (-2.09) (-0.72) (-3.61) (1.41) (-3.04)

38 CH: C .303 -.336 715 -.478 .501 -.363 -.624
(0.44) (-1.59) (0.64) (-1.27) (0.90) (-2.09) (-1.65)

e Seenotesto Table 3.1. 7-statistics are in parentheses.

countries, 57 of 72 are less than .01 and 64 of 72 are less than .05. For the annual
countries 20 of 45 are lessthan .01 and 34 of 45 are less than .05.

The results for the nominal interest rate specification are in the right half of
Table3.1. A low p-valueisevidenceagainst thenominal interest rate hypothesisthat
B = 0. Theresults are generally supportive of the nominal interest rate hypothesis,
again with the main exception being the U.S. nonresidential investment equation.
For the U.S. household expenditure equations only 4 of 16 p-values are less than
.01 and only 6 of 16 are lessthan .05. For the other quarterly countries 12 of 72 are
lessthan .01 and 23 of 72 arelessthan .05. For the annual countries4 of 45 areless
than .01 and 11 of 45 are less than .05.

Table 3.2 presents the estimates of « and . It also presentsin the last column
the estimate of « when p¢ is not included (i.e., when g is constrained to be zero).
Aninteresting question iswhether most of the estimates of 8 are positive. Theright
half of Table 3.1 showsthat most estimates are not significant, but if most estimates
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are positive, this would be some evidence in favor of areal interest rate effect (or
at least of expected inflation having a positive effect on demand).

Table 3.2 showsthat for the U.S. household expenditure equations only 1 of the
16 estimates of B ispositive. For the other quarterly countries 37 of 72 are positive,
and for the annual countries 17 of 45 are positive. Of the positive coefficients,
10 have t-statistics greater than 2.0, and of the negative coefficients, 25 have ¢-
statistics less than -2.0. There is thus more or less an even mix of positive and
negative estimates of 8 except for the United States, where the negative estimates
dominate. Many of the negative coefficient estimates of 8 are significant, whichis
completely at odds with the real interest rate hypothesis.

Overall, thenominal interest rate specification clearly dominatesthereal interest
rate specification. Why this is the case is an interesting question. One possibility
isthat py issimply aconstant, so that the nominal interest rate specification is also
the real interest rate specification (with the constant absorbed in the constant term
of the equation). If, for example, agents think the monetary authority is targeting
afixed inflation rate, this might be a reason for p; being constant. Whatever the
case, the empirical results do not favor the use of i, — p¢ in aggregate expenditure
equations when p¢ depends on current and recent values of inflation.> The main
exception to this conclusion is US equation 12, which explains the capital stock
(and thus, through identity 92, nonresidential fixed investment) of the firm sector.
The real interest rate specification is not rejected for this equation. The nominal
interest rate specification isrejected at the 95 percent confidence level, although not
at the 99 percent confidence level.

31t may bethe case, of course, that some more complicated measure of py leadsto thereal interest
rate specification dominating. The present conclusion is conditional on measures of p; that depend
either on current and past values of inflation or, in case d, on the one-period-ahead future value of
inflation.



Chapter 4

Testing the NAIRU Model

4.1 Introduction?

The price and wage equations in the MC model—equations 10 and 16 in the US
model and equations 5 and 12 in the ROW model—have quite different dynamic
properties from those of the NAIRU model, and the purpose of this chapter is to
test the NAIRU dynamics. It will be seen that the NAIRU dynamics are generally
rejected.

Section 4.6 presents an alternative way of thinking about the relationship be-
tween the price level and the unemployment rate, one in which there is a highly
nonlinear relationship at low values of the unemployment rate. Unfortunately, it is
hard to test this view because there are so few observations of very low values of
the unemployment rate.

4.2 The NAIRU Model

The NAIRU view of the relationship between inflation and the unemployment rate
isthat thereisavalue of the unemployment rate (the NAIRU) below which the price
level forever accelerates and above which the price level forever decelerates. The
simplest version of the NAIRU equation is

== B, —u)+ys,+¢, B<0, y>0, (4.1)

wherer isthetime period, 7, istherate of inflation, u, isthe unemployment rate, s,
isacost shock variable, ¢, isan error term, and u* isthe NAIRU. If u, equalsu™ for

1The resuits for the United States in this chapter are updates of those in Fair (2000). The results
for the other countries are new.

77



78 CHAPTER 4. TESTING THE NAIRU MODEL

al ¢, the rate of inflation will not change over time aside from the short-run effects
of s, and ¢, (assuming s, and ¢, have zero means). Otherwise, the rate of inflation
will increase over time (the price level will accelerate) if u; islessthan u* for al ¢
and will decrease over time (the price level will decelerate) if u, is greater than u*
forall r.

A more genera version of the NAIRU specification is

n m q n
T =o+ ;8i77ti + Z(;ﬁiuti + Z(; ViSt—i + €, ;51' =1 (4.2)

For this specification the NAIRU is —a/ > " B;. If the unemployment rate is
aways equal to this value, the inflation rate will be constant in the long run aside
from the short-run effects of s, and ;.

A Kkey restrictionin equation 4.2 isthat the §; coefficientssumto one (or in equa-
tion 4.1 that the coefficient of 7, _; isone). Thisrestrictionisusedin much of thelit-
erature. See, for example, theequationsinAkerlof, Dickens, and Perry (1996), p. 38,
Fuhrer (1995), p. 46, Gordon (1997), p. 14, Layard, Nickell, and Jackman (1991),
p. 379, and Staiger, Stock, and Watson (1997), p. 35. The specification has even
entered the macro textbook literature—see, for example, Mankiw (1994), p. 305.
Also, there seems to be considerable support for the NAIRU view in the policy
literature. For example, Krugman (1996, p. 37) in an article in the New York Times
Magazine writes “The theory of the Nairu has been highly successful in tracking
inflation over the last 20 years. Alan Blinder, the departing vice chairman of the
Fed, has described this as the ‘ clean little secret of macroeconomics.” ”

An important question is thus whether equations like 4.2 with the summation
restriction imposed are good approximations of the actual dynamics of the inflation
process. The basic test that is performed in this chapter is the following. Let p, be
thelog of the pricelevel for period 7, and let 7, be measured as p, — p,—1. Usingthis
notation, equations 4.1 and 4.2 can be written interms of p rather than . Equation
4.1, for example, becomes

Pt =2pi—1— pi—2+ B, —u™) + ys; + €. (4.9

In other words, equation 4.1 can be written in terms of the current and past two price
levels,2 with restrictions on the coefficients of the past two price levels. Similarly,
if inequation 4.2 n is, say, 4, the equation can be written in terms of the current and
past five price levels, with two restrictions on the coefficients of the five past price
levels. (Denoting the coefficients on the past five price levels as a; through as, the
two restrictions are ags = 5 — 4a; — 3a; — 2a3 and a5 = —4 + 3a; + 2a, + az.)

2«Price level” will be used to describe p even though p is actually the log of the price level.
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The main test in this chapter is of these two restrictions. The restrictions are easy
to test by simply adding p,_1 and p,_, to the NAIRU eguation and testing whether
they are jointly significant.

An equivalent test isto add 7;_; (i.e., p;_1 — p;_») and p,_; to equation 4.2.
Adding 7;_1 breaks the restriction that the §; coefficients sum to one, and adding
both 7,_; and p,_, breaks the summation restriction and the restriction that each
price level is subtracted from the previous price level before entering the equation.
This latter restriction can be thought of as a first derivative restriction, and the
summation restriction can be thought of as a second derivative restriction.

Equation 4.2 was used for the tests, where s, in the equation is postul ated to be
pm; — 19 — T1¢, the deviation of pm from atrend line. pm isthe log of the price
of imports, which istaken hereto be the cost shock variable. Inthe empirical work
for the United States n is taken to be 12 and m and g are taken to be 2. For the
other quarterly countries n is taken to be 8, with m and ¢ taken to be 2. For the
annual countries n is taken to be 3, with m and ¢ taken to be 1. Thisfairly general
specification regarding the number of lagged values is used to lessen the chances
of the results being due to a particular choice of lags.

Equation 4.2 was estimated in the following form:

n—1 m q
Am, = Ao+ At + ZQ,-A?T;_,' + Z,Biut—i + Z vipm,—; + €, (4-4)
i=1 i=0 i=0

whereio = a + (o + y1+v2)to+ (Yo +2y1+ 3y2)trand Ay = (Yo + y1 + y2) 11
o and 1o are not identified in equation 4.4, but for purposes of the tests this does not
matter. If, however, one wanted to compute the NAIRU (i.e., —a/ Y /", Bi), one
would need a separate estimate of o in order to estimate .3

For reference it will be useful to write equation 4.4 with r,_, and p,_; added:

Am; = Ao+ At + Z,n;ll 0 Am,_; + Zlm:o Biui—i + Z?:o Yipm—;

4.5
+¢17i_1 + dopi_1 + €. ( )

4.3 Tests for the United States

x? Tests

The estimation period for the tests for the United States is 1955:3-2002:3. The
results of estimating equations 4.4 and 4.5 are presented in Table4.1. In terms

3The present specification assumesthat the NAIRU isconstant, although if the NAIRU had atrend,
this would be absorbed in the estimate of the coefficient of the time trend in equation 4.4 (and would
change the interpretation of 11). Gordon (1997) has argued that the NAIRU may be time varying.
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Table 4.1

Estimates of Equations 4.4 and 4.5
for the United States

Equation 4.4 Equation 4.5

Variable Estimate  t-stat. | Estimate t-stat.
cnst .0057 1.23 -.0321 -3.51
t -.000005 -0.26 .000221 4.36
Us -.186 -1.75 -.127 -1.28
U1 -061  -0.33 -.053 -031
Us_o 151 135 .018 0.17
pm; .027 1.62 .035 2.29
pmi_1 .046 1.50 .039 1.36
pmy_o -073  -4.09 -.042 227
Amy_q -787 -10.91 -.305 -2.78
Am,_o -662  -7.80 -.306 297
Ami_3 -489  -541 -.255 -2.62
Amy_g -.334 -3.58 -.190 -2.00
Am,_5 -365  -4.05 -.269 -2.95
Ami_g -256 -2.94 -.187 214
Am,_7 -159 194 -.108 -1.31
Am,_g -135 172 -.087 -112
Ami_g -130  -1.69 -.086 -115
AT;_10 -246  -3.42 -.206 -2.98
Am_11 -096  -1.63 -.080 -1.45
1 -.621 -5.59
Pr-1 -.055 -5.09
SE .00363 .00334

x2 32.20

e p; =log of price level, n; = pr — py_1, ur =
unemployment rate, pm; =log of thepriceof imports.
o Estimation method: ordinary least squares.

e Estimation period: 1955:3-2002:3.

e When p;_1 and p,;_» are added in place of 7;_1
and p;_1, the respective coefficient estimates are -
.676 and .621 with t-statistics of -5.63 and 5.59. All
elseisthe same.

o Five percent x2 critical value = 5.99; one percent
%2 critical value = 9.21.

of the variables in the US model, p = logPF, u = UR, and pm = log PIM.
Regarding the estimation technique, the possible endogeneity of u, and pm; is
ignored and ordinary least squaresis used. Ordinary least squares is the standard
technique used for estimating NAIRU models.

Table 4.1 shows that when 7;_1 and p,_1 are added, the standard error of the
equation fallsfrom .00363 to .00334. Thet-statisticsfor thetwo variablesare-5.59
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and -5.09, respectively, and the x2 value for the hypothesis that the coefficients of
both variables are zero is 32.20.4

The 5 percent critical x? value for two degrees of freedom is 5.99 and the 1
percent critical value is 9.21. If the x? distribution is a good approximation to
the actual distribution of the “ x2” values, the two variables are highly significant
and thus the NAIRU dynamics strongly rejected. If, however, equation 4.4 isin
fact the way the price data are generated, the x? distribution may not be a good
approximation for the test.> To check this, the actual distribution was computed
using the following procedure.

First, estimate equation 4.4, and record the coefficient estimates and the esti-
mated variance of the error term. Call this the “base” equation. Assume that the
error termisnormally distributed with mean zero and variance equal to the estimated
variance. Then:

1. Draw avalue of the error term for each quarter. Add these error termsto the
base equation and solve it dynamically to generate new datafor p. Giventhe
new datafor p and the datafor « and pm (which have not changed), compute
the x? value asin Table 4.1. Record this value.

2. Do step 1 1000 times, which gives 1000 2 values. This gives a distribution
of 1000 values.

3. Sort the x? values by size, choose the value above which 5 percent of the
values lie and the value above which 1 percent of the values lie. These are
the 5 percent and 1 percent critical values, respectively.

These calculations were done, and the 5 percent critical value was 19.29 and
the 1 percent critical value was 23.32. These values are considerably larger than
the critical values from the actual x? distribution (5.99 and 9.21), but they are
still smaller than the computed value of 32.20. The two price variables are thus
significant at the 99 percent confidence level even using the alternative critical
values.

The above procedure treats u and pm as exogenous, and it may be that the
estimated critical values are sensitive to this treatment. To check for this, the
following two equations were postulated for u and pm:

pm; = ay + azt + azpm;_1 + aspm,_p + aspm,_3 + agpm,_4+v;,  (4.6)

“4Note that there is a large change in the estimate of the coefficient of the time trend when 7,1
and p,_1 areadded. Thetimetrend isserving asimilar rolein equation 4.5 as the constant termisin
equation 4.4.

51f the x 2 distribution is not a good approximation, then the t-distribution will not be either, and
so standard tests using the t-statisticsin Table 4.1 will not bereliable. The following analysisfocuses
on correcting the x 2 critical values, and no use of the t-statistics is made.
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U; = by + bot + bau;_1 + bau;_o + bsu;_3 + belt;_4 + brpm;_1

4.7
+bgpm;_o + bgpm;_3 + biopm;,_a + ;. ( )

These two equations along with equation 4.4 were taken to be the “model,” and
they were estimated by ordinary least squares along with equation 4.4 to get the
“base” model. The error terms ¢;, v,, and n, were then assumed to be multivariate
normal with mean zero and covariance matrix equal to the estimated covariance
matrix (obtained from the estimated residuals). Each trial then consisted of draws
of the three error terms for each quarter and a dynamic simulation of the model to
generate new datafor p, pm, and u, from which the x2 value was computed. The
computed critical values were not very sensitive to thistreatment of pm and u, and
they actualy fell dightly. The 5 percent value was 15.49 compared to 19.29 above,
and the 1 percent value was 21.43 compared to 23.32 above.

The U.S. data thus reject the dynamics implied by the NAIRU specification:
7,1 and p,_, are significant when added to equation 4.4. Thisrejection may help
explaintwo resultsintheliterature. Staiger, Stock, and Watson (1996), using astan-
dard NAIRU specification, estimate variances of NAIRU estimates and find them
to be very large. Thisisnot surprising if the NAIRU specification is misspecified.
Similarly, Eisner (1997) finds the results of estimating NAIRU equations sensitive
to various assumptions, particularly assumptions about whether the behavior of in-
flation is symmetric for unemployment rates above and bel ow the assumed NAIRU.
Again, this sensitivity is not surprising if the basic equations used are misspecified.

Recursive RMSE Tests

An alternative way to examine equations 4.4 and 4.5 is to consider how well they
predict outside sample. To do this, the following root mean squared error (RM SE)
test was performed. Each equation was first estimated for the period ending in
1969:4 (all estimation periods begin in 1955:3), and a dynamic eight-quarter-ahead
prediction was made beginning in 1970:1. The predicted valueswererecorded. The
equationwasthen estimated through 1970:1, and adynami c eight-quarter-ahead pre-
diction was made beginning in 1970:2. This process was repeated through the esti-
mation period ending in 2002:2. Since observationswere available through 2002:3,
this procedure generated 131 one-quarter-ahead predictions, 130 two-quarter-ahead
predictions, through 124 eight-quarter-ahead predictions, where al the predictions
are outside sample. RM SEs were computed using these predictions and the actual
values.

The actual values of u and pm were used for al these predictions, which would
not have been known at the time of the predictions. The aim hereis not to generate
predictionsthat could have in principle been madein real time, but to see how good
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the dynamic predictions from each equation are conditional on the actual values of
u and pm.

TheRM SEsare presentedinthefirst tworowsof Table4.2for thefour- and eight-
quarter-ahead predictionsfor p, 7, and Ax. Comparing the two rows (equation 4.4
versus 4.5), the RMSEs for Axr are similar, but they are much smaller for p and =
for equation 4.5. The NAIRU restrictions clearly lead to aloss of predictive power
for the price level and the rate of inflation. It is thus the case that the addition of
7;_1 and p,_1 to the NAIRU equation 4.4 has considerably increased the accuracy
of the predictions, and so these variables are not only statistically significant but
also important in a predictive sense.

Equation 4.5 is not the equation that determinesthe pricelevel inthe USmodel.
The price level is determined by equation 10, and this equation includes the wage
rate as an explanatory variable. Equation 10 also includes the unemployment rate,
the priceof imports, thelagged pricelevel, thetimetrend, and the constant term. The
wage rate is determined by equation 16, and this equation includes the price level
and the lagged price level as explanatory variables. Equation 16 also includes the
lagged wage rate, the time trend, and the constant term. As discussed in Chapter 2,
arestriction, equation 2.23, isimposed on the coefficientsin the wage rate equation
to insure that the properties of theimplied real wage equation are sensible. Thetwo
equations are estimated by 2SLS.

An interesting question is how accurate equations 10 and 16 are relative to
equation 4.5 in terms of predicting p, 7, and Ax. Interms of the present notation
eguations 10 and 16 are:

pr = Bo+ Bipi—1 + Baw; + Bapm; + Bau, + Pst + €, (10

Wy = Yo + yaw;—1 + yop: + yapi—1 + yst + [y, (16)

where
y3=[B1/(1— B)I(1—y2) — y1.

In terms of the notation in the US model w = log(W F/LAM). The estimates of
equations 10 and 16 are in TablesA10 and A16 in Appendix A.

The basic procedure followed for computing the RM SEs for equations 10 and
16 was the same as that followed for equation 4.4 and equation 4.5. The beginning
estimation quarter was 1954.1, and the first end estimation quarter was 1969.4.
Each of the 131 sets of estimates used the 2SL S technique with the coefficient
restriction imposed, where the values used for 81 and 8, in the restriction were the
estimated values from equation 10. The same first stage regressors were used for
these estimates aswere used in the basi ¢ estimation of theeguations. Thepredictions
of p and w from equations 10 and 16 were generated using the actual values of u
and pm, just as was done for equations 4.4 and 4.5.
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Table 4.2
Recursive RMSE Results
p b4 Arm
Quarters Ahead
4 8 4 8 4 8
Eq. 4.4 211 498 | 287 368 | 2.08 2.08
Eqg. 45 176 351|235 247 | 208 210

Egs. 10& 16 124 228 | 183 170 | 1.88 1.85

e p =log of thepricelevel, = = Ap.
e Prediction period: 1970:1-2002:3.
e Errorsare in percentage points.

The RM SEs are presented in the third row in Table 4.2. The results show that
the RM SEs using equations 10 and 16 are noticeably smaller than those using even
equation 4.5. For the eight-quarter-ahead prediction, for example, the RMSE for
p is2.28 versus 3.51 for equation 4.5, and the RMSE for 7 is 1.70 versus 2.47 for
equation 4.5. Even for A the RMSE using equations 10 and 16 is smaller: 1.85
versus 2.10 for equation 4.5. The structural price and wage equations clearly do
better than even the price equation with the NAIRU restrictions relaxed.

Intheearly 1980stherebegan amovement away from the estimation of structural
price and wage equations to the estimation of reduced-form price equations like
equation 4.4.5 Thecurrent resultscall into question thispracticein that considerable
predictive accuracy seemsto be lost when thisis done.

4.4 Tests for the ROW Countries

Test results for the ROW countries are reported in this section. All the results are
in Table 4.3. For each country the results of adding =,_; and p,_; are presented
first, and then the RM SE results are presented. For the RM SE results the first row
for each country contains the RM SEs for equation 4.4 and the second row contains
the RM SEs for equation 4.5. The procedure used to compute the x 2 critical values
is the same as that used for the United States. All critical values were computed
using eguations 4.6 and 4.7. For the annua countries the maximum lag length in
each equation was 2, not 4. With three exceptions, a country was included in Table
4.3 if equation 5 for it in Table B5 included a demand pressure variable. The three
exceptions are CH, CE, and ME. Thefirst two were excluded because the basic

65ee, for example, Gordon (1980) and Gordon and King (1982).
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Table 4.3
Results for Equations 4.4 and 4.5 for the ROW Countries
Coef. Ests. Estimated RM SEs (quarters ahead)
(t-statistics) Critica p big Am
T_1 P—1 X 2 X %5 X %l 4 8 4 8 4 8
Quarterly
CA -.209 -.005 484 1702 2138 | 2.38 530 | 348 435 | 251 243
(-212)  (-0.56) 274 614 | 387 454 | 259 246
JA -.679 -016 3693 2265 29.29 | 3.06 8.88 | 4.39 746 | 253 264
(-5.85) (-152) 198 458 | 264 352 | 239 249
AU -1.169 -031 1654 1855 2379 | 155 397 | 259 373 | 358 4.04
(-361) (-1.53) 141 304 | 261 313 | 377 431
FR -414 -.020 951 16.82 2385 | 197 517 | 2.84 422 | 206 192
(-307)  (-213) 192 485 | 262 392 | 217 193
GE =775 -000 1045 1914 2423 | 144 338 | 234 314 | 320 432
(-2.89)  (-0.01) 135 282 | 227 302 | 329 444
IT -1.039 -052 3114 2091 2549 | 375 9.27 | 537 748 | 360 3.69
(-5.56)  (-4.40) 279 473 | 400 381 | 391 385
NE -.455 -207 2852 2000 26.67 | 153 420 | 2.35 354 | 226 192
(-1.66)  (-3.07) 134 206 | 201 158 | 259 204
ST -.355 -020 1821 2058 2832 | 174 481 | 2.77 398 | 1.04 145
(-313) (-3.27) 181 475 | 286 352 | 1.07 126
UK -.643 -030 2674 2264 2944 | 414 1399 | 642 1284 | 405 397
(-4.87)  (-2.09) 33 813 | 477 582 | 367 335
FI -2.190 -.025 3958 2083 27.80 | 3.58 895 | 521 724 | 502 499
(-6.26)  (-2.60) 279 644 | 437 489 | 504 476
AS -.569 -.018 9.08 1625 2185 | 285 789 | 424 647 | 421 383
(-2.64) (-0.84) 244 583 | 376 463 | 448 416
KO -711 -.054 238 2039 26.72 | 460 1131 | 6.70 920 | 625 568
(-356)  (-2.61) 335 599 | 495 478 | 608 548

(continued on next page)

estimation period was too short, and ME was excluded because of poor data in
the early part of the estimation period. Results for 25 countries are presented in
Table 4.3, 12 quarterly countries and 13 annual countries.

The estimation period for a country was the same as that in Table B5 except
when the beginning quarter or year had to be increased to account for lags. The
exceptions are reported in the current footnote.” For the recursive RMSEs, the
first estimation period ended in 1979:3 for the quarterly countries and 1978 for the
annual countries with afew exceptions. The exceptions are reported in the current
footnote.®

Thecomputed critical valuesin Table4.3 (denoted x % and x 3,) areconsiderably
larger than the x 2 critical values of 5.99 for 5 percent and 9.21 for 1 percent. Using
the x 2 critical val ues, thetwo added variablesarejointly significant (i.e., the NAIRU

"The changed beginning quarters are: 1972:3 for FR, 1970:3 for GE, 1972:3 for IT, 1979:3 for
NE, and 1977:3 for FI. The changed beginning years are: 1964 for BE, NO, GR, PO, SP, NZ, and
TH; 1973 for CO; 1975 for MA; and 1977 for PA.

81989:3 for NE, ST, FI, and KO; 1989 for CO, MA, and PA..
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Table 4.3 (continued)

Coef. Ests. Estimated RM SEs (years ahead)
(t-statistics) Critical p T Am
T_1 po1 x2 X3 1% 2 3 2 3 2 3
Annual
BE -474 -131 1272 2441 3585 491 9.51 3.22 4.73 1.93 211
(-277)  (-2.04) 467 815 | 297 371 | 177 171
DE -.688 -172 2965 1826 27.15 752 1684 531 9.36 3.38 4.34
(-493) (-3.75) 415 769 | 263 374 | 164 183
NO -.684 -291 1991 1557 2038 | 10.75 17.32 6.96 8.48 457 461
(-252) (-2.12) 831 1134 | 510 528 | 422 435
SW -.234 -.126 9.16 1759 26.66 4.03 6.74 249 3.05 1.84 1.79
(-1.35)  (-2.65) 439 678 | 265 289 | 218 213
GR -1.126 .040 1649 2206 2808 | 11.37 2271 735 1156 4.67 5.58
(-390) (0.28) 10.38 21.04 6.61 10.86 4.76 5.59
IR -.496 -.206 832 2281 3416 9.16 16.20 5.88 7.86 412 3.82
(-213) (-1.89) 1177 18.02 6.75 8.94 551 6.03
PO -.786 -201 1434 1854 2591 | 13.09 2373 851 11.28 5.28 5.74
(-3.71)  (-2.91) 1148 1514 | 651 640 | 562 670
SP -.109 -121 9.09 2139 3397 879 17.30 5.86 8.86 3.73 3.89
(-0.97)  (-2.50) 632 1133 | 408 543 | 281 261
NZ -.752 -225 2784 2195 3237 | 1116 20.34 7.27 9.70 4.46 4.46
(-3.89) (-3.17) 932 1388 5.48 5.51 321 3.67
CO  -1.440 -263 1541 2471 3401 | 1808 27.72 | 10.70 11.68 9.85 9.69
(-347)  (-1.45) 11.83 1487 | 766 7.84 | 1040 1058
MA  -1.608 -404 2936 2327 3206 | 1621 3042 993 1504 7.77 9.79
(-5.40) (-2.15) 1159 1857 6.91 8.91 8.39 9.06
PA -421 -.216 745 1775 2653 | 11.39 16.09 7.45 8.13 8.27 8.65
(-1.36)  (-1.32) 1440 2018 | 863 862 | 797 854
TH -1.106 -505 4536 2200 3154 7.97 9.36 456 4.27 3.62 3.58
(-6.37) (-3.15) 821 1494 5.24 7.89 4.27 4.84

e p =log of the pricelevel, 7 = Ap.

o Five percent x2 critical value = 5.99; one percent 2 critical value = 9.21.

o For the RM SE results the first row for each country contains the RM SEs for equation 4.4 and the second
row contains the RM SEs for equation 4.5.

restrictions are rejected) at the 5 percent level in al but 1 of the 25 cases and at the
1 percent level in all but 6 of the 25 cases. On the other hand, using the computed
critical values the two added variables are jointly significant at the 5 percent level
inonly 11 of the 25 cases and at the 1 percent level in only 6 of the 25 cases. The
results thus depend importantly on which critical values are used.

The RMSE results, however, are less mixed. Consider the 8-quarter-ahead
RM SEsfor the quarterly countries. For all the countries except CA the RMSEs are
smaller for p and = for equation 4.5, the equation without the NAIRU restrictions
imposed. In many casesthey are not only smaller but considerably smaller. Inother
words, in many cases the RMSEs using equation 4.4 are very large: the NAIRU
eguation has poor predictive propertiesregarding p and . Thisisnot truefor A,
where the RM SEs are generally similar for the two equations.
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Equation 4.5 also dominates for the annual countries. For the three-year-ahead
results the RM SEs for equation 4.5 are smaller in 9 of the 13 casesfor p and in 10
of the 13 casesfor . Again, some of the RMSESs using equation 4.4 are very large.
For A the RMSEs are generally similar, asisthe case for the quarterly countries.

The ROW results thus show that while the x? tests are not nearly as negative
regarding the NAIRU equation asarethe U.S. results, the RM SE testsare. Ingeneral
the NAIRU equations do not predict well; they have poor dynamic propertiesin this
sense.

4.5 Properties

This section examines using the U.S. estimates the dynamic properties of various
equations. No testsare performed; this section isjust an analysis of properties. The
question considered is the following: if the unemployment rate were permanently
lowered by one percentage point, what would the price consequences of this be?

To answer this question, the following experiment was performed for each
eguation. A dynamic simulation was run beginning in 2002:4 using the actual
values of al the variables from 2002:3 back. The values u and of pm from 2002:4
on were taken to be the actual value for 2002:3. Call this simulation the “base”
simulation. A second dynamic simulation was then run where the only change
was that the unemployment rate was decreased permanently by one percentage
point from 2002:4 on. The difference between the predicted value of p from this
simulation and that from the base simulation for a given quarter is the estimated
effect of the changeinu on p.°

The results for four equations are presented in Table 4.4. The equations are 1)
equation 4.4, 2) equation 4.4 with 77, _; added, 3) equation 4.5, whichisequation 4.4
with both 7;_; and p,_; added, and 4) equations 10 and 16 together. When equa-
tion 4.4 isestimated with 7, _; added, the summation (second derivative) restriction
is broken but the first derivative restriction is not. For this estimated equation the
8; coefficients summed to .836.1°

9Because the equations are linear, it does not matter what values are used for pm as long as the
same values are used for both simulations. Similarly, it does not matter what values are used for u as
long as each value for the second simulation is one percentage point higher than the corresponding
value for the base simulation.
10When ;1 is added to equation 4.4, the x 2 value is 5.46 with computed 5 and 1 percent critical
values of 9.14 and 14.58, respectively. ;1 isthus not significant at even the 5 percent level when
added to equation 4.4 even though the sum of .836 seems substantially lessthan one. (When p;_1 is
added to the equation with 7, _1 already added, the x 2 value is 25.93 with computed 5 and 1 percent
critical values of 13.31 and 18.20, respectively. p;_1 isthus highly significant when added to the
equation with 7, _1 aready added.) Recursive RMSE results asin Table 4.2 were also obtained for
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Table 4.4
Effects of a One Percentage Point Fall in
Equation 4.4 Equation 4.4 Equation 4.5 Egs. 10, 16
71,1 added
P"(‘ll,’ nnew Pnew n,new Pnew 7.[}1(!11) P"(!U) nnew
Quar. +Pbasye _ﬂbuse +pbuse _n,base +pbozse _nbase +Pbasye _ﬂbuse

1 1.0019 0.75 1.0015 0.61 1.0013 0.51 1.0018 0.74
2 1.0047 1.15 1.0041 1.02 1.0031 0.73 1.0035 0.67
3 1.0066 0.73 1.0055 0.57 1.0047 0.64 1.0051 0.62
4 1.0086 0.81 1.0070 0.62 1.0062 0.62 1.0065 0.56
5 1.0110 0.97 1.0089 0.74 1.0078 0.63 1.0078 0.51
6 1.0134 0.97 1.0107 0.73 1.0192 0.56 1.0089 0.47
7 1.0160 1.01 1.0126 0.73 1.0106 0.55 1.0100 0.43
8 1.0189 1.19 1.0147 0.87 1.0120 0.58 1.0110 0.39
9 1.0221 1.27 1.0170 091 1.0135 0.57 1.0119 0.36
10 1.0254 1.29 1.0193 0.90 1.0148 0.53 1.0127 0.33
11 1.0285 1.28 1.0214 0.86 1.0159 0.44 1.0134 0.30
12 1.0320 1.39 1.0237 091 1.0170 0.49 1.0141 0.27
40 1.2196 3.80 11184 1.59 1.0304 0.01 1.0206 0.02
00 00 00 00 1.89 1.0298 0.00 1.0211 0.00

e P =pricelevel, 7 = Alog P.

Before discussing results, it should be stressed that these experiments are not
meant to be redlistic. For example, it is unlikely that the Fed would allow a per-
manent fall in u to take place as p rose. The experiments are simply meant to help
illustrate how the equations differ in a particular dimension.

Consider thevery long run propertiesin Table 4.4 first. For equation 4.4, thenew
pricelevel growswithout boundsrel ativeto the base pricelevel and the new inflation
rate grows without bounds relative to the base inflation rate. For equation 4.4 with
;1 added, the new price level grows without bounds relative to the base, but the
inflation rate does not. It is 1.89 percentage points higher in the long run. For
equation 4.5 (which again is equation 4.4 with both 7, _; and p,_; added), the new
price level is higher by 2.98 percent in the limit and the new inflation rate is back
to the base. For equations 10 and 16, the new price level is higher by 2.11 percent
in the limit and the new inflation rate is back to the base.

The long run properties are thus vastly different, asis, of course, obvious from
the specifications. What is interesting, however, is that the effects are fairly close
for thefirst few quarters. Onewould be hard pressed to choose among the equations
on the basis of which short-run implications (say the results out to 8 quarters) seem
more “reasonable.” Instead, tests asin this chapter are needed to try to choose.

the equation with only ;1 added. The six RMSESs corresponding to those in Table 4.2 are 1.93,
4.09, 2.53, 2.87, 2.09, and 2.09. These values are in between those for equation 4.4 and eguation 4.5.
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4.6 Nonlinearities

If the NAIRU specification is rejected, this changes the way one thinks about the
relationship between inflation and unemployment. One should not think that there
is some unemployment rate below which the price level forever accelerates and
above which it forever decelerates. It is not the case, however, that equation 4.5
(or equations 10 and 16) is a sensible alternative regarding long run properties.
Equation 4.5 implies that alowering of the unemployment rate has only a modest
long run effect on the price level regardiess of how low the initial value of the
unemployment rate is. For example, the results in Table 4.4 for equation 4.5 are
independent of the initial value of the unemployment rate.

A key weakness of equation 4.5is(in my view) thelinearity assumption regard-
ingtheeffectsof u on p. It seemslikely that thereisanonlinear relationship between
the price level and the unemployment rate at low levels of the unemployment rate.
One possible specification, for example, would be to replace u in equation 4.5 with
1/(u — .02). Inthis case as u approaches .02, the estimated effects on p become
larger and larger. | have experimented with avariety of functional formslikethisin
estimating price equations like equation 10 in the US model and equations 5 in the
ROW model to seeif the data can pick up anonlinear relationship. Unfortunately,
there are so few observations of very low unemployment rates that the data do not
appear capable of discriminating among functiona forms. A variety of functional
forms, including the linear form, lead to very similar results. In the end | simply
chosethelinear form for lack of abetter alternative for both the US equation 10 and
the ROW equations 5. This does not mean, however, that the true functional form
is linear, only that the data are insufficient for estimating the true functional form.
It does mean, however, that one should not run experiments using the MC model in
which unemployment rates or output gaps are driven to historically low levels. The
price equations are unlikely to be reliable in these cases.

The argument here about the relationship between inflation and the unemploy-
ment rate can thus be summarized by the following two points. First, the NAIRU
dynamics, namely thefirst and second derivative restrictions, are not accurate. Sec-
ond, therel ationship between the pricelevel and the unemployment rateis nonlinear
at low values of the unemployment rate. Theresultsin thischapter generally support
the first point, but they have nothing to say about the second point.

Conditiona on this argument, the main message for policy makersis that they
should not think thereissomeval ue of the unemployment rate below which theprice
level accelerates and above which it decelerates. They should think instead that the
price level is a negative function of the unemployment rate (or other measure of
demand dlack), where at some point the function begins to become nonlinear. How
bold apolicy maker isin pushing the unemployment rate into uncharted waters will
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depend on how fast he or she thinks the nonlinearity becomes severe.



Chapter 5

Estimated Size of the Wealth
Effect for the United States

5.1 Introduction

The results in this chapter are important in understanding the results in the next
chapter. The purpose of this chapter is to give a general idea of the size of the
wealth effect in the US model. When stock prices change, this changes the wealth
of the household sector, which isturn affects household consumption expenditures.
The experiment in Section 5.3 showsthe size of thiseffect. The effect of asustained
increase in wealth on consumption expendituresis estimated to be about 3 percent
per year ignoring feedback effects. The variablesthat are referenced in this chapter
arelisted in Table 5.1.

5.2 The Effects ofCG

Thevariable A H inthe US model isthe nominal value of net financial assets of the
household sector. It is determined by the identity 66 in Table A.3:

AH=AH_1+SH—-AMH+CG — DISH, (66)

where SH is the financia saving of the household sector, M H is its holdings of
demand deposits and currency, CG isthe value of capital gains (+) or losses (-) on
the financia assets held by the household sector (almost al of which isthe change
in the market value corporate stocks held by the household sector), and DISH isa
discrepancy term.

A change in the stock market affects AH through CG. The variable CG is
constructed from data from the US Flow of Funds accounts. It is highly correlated
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Table 5.1
Variables Referenced in Chapter 5

AA
AH
CcD
CDA
CcG

CN
cS
DELD
DISH
KD
KH
MH

PH

PIH
POP
PX
RB
RMA
RSA
SH
SP
YD
YS
IT

Total net wealth of the household sector, real

Net financial assets of the household sector, nominal
Consumer expenditures for durables, real

Peak to peak interpolation of CD/P O P

Capital gains (+) or losses (-) on the financial assets of
the household sector, nominal

Consumer expenditures for nondurable goods, real
Consumer expenditures for services, real

Physical depreciation rate of the stock of durable goods
Discrepancy for the household sector, nominal

Stock of durable goods, real

Stock of housing, real

Demand deposits and currency of the household sector,
nominal

Price deflator for consumer expenditures and residential
investment

Price deflator for residential investment
Noninstitutional population 16 and over, millions

Price deflator for total sales of the firm sector

Bond rate

After-tax mortgage rate

After-tax three-month Treasury bill rate

Saving of the household sector, hominal

S& P 500 stock price index

Disposable income of the household sector, nominal
Potential output of the firm sector, real

After-tax profits, nominal

with the change in the S&P 500 stock price index. When CG/(PX_1YS_1) is
regressed on (SP — SP_1)/(PX_1YS_1), where SP isthe value of the S& P 500
index at the end of the quarter and PX_,Y S_; is the value of potential nhominal
output in the previous quarter, the results are:

PX_1YS_4

CcG SP—SP_
- .0534+ 983 - -~ ~1 (5.1)

(5.12) (32.16) P X-1¥S1
R? — 841, 1954.1 — 2002.3.
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PX_,YS_; isused for scale purposes in this regression to lessen the chances of
heteroscedasticity. Thefit of this equation is very good, reflecting the high correla-
tion of CG and the change in the S& P 500 index. A coefficient of 9.88 means that
a 100 point change in the S& P 500 index results in a $988 hillion dollar changein
the value of stocks held by the household sector.

CG isdetermined by equation 25, which is repeated here:

CcG ATl
——— = .121 — 209 ARB+ 356 ———~—,
PX 1YS 4 PX 1YS 1

(4.10) (—1.73) (0.28)
R? = .023,1954.1 — 2002.3.

(25)
If SP — SP_; isusedin place of CG, the results are:
SP—SP_ ATl
PX—YSl =.00661 — .0260 ARB + .623 X TS (5.2)
-0l (2,42 (—2.32) (0.52)" -1

R? = .026, 1954.1 — 2002.3.

It isclear that equation 25 and equation 5.2 are telling the same story. The change
in the bond rate (A R B) has a negative effect on the change in stock prices and the
change in profits (A1) has a positive effect. The profit effect is not statistically
significant, whereas the bond rate effect is or is close to being significant. Thereis
thus at least some link from interest rates to stock prices estimated in the model.
Equation 66 above shows that when CG changes AH changes. The weadlth
variable in the household expenditure equations is AA, which is determined by
identity 89:
AA = (AH + MH)/PH + (PIH -KH)/PH, (89)

where P H isapricedeflator for the household sector. A A appearsasan explanatory
variablein stochastic equations 1, 2, and 3, and these arerepeated in Table 5.2. AA
has positive effects on the three consumption expenditure variables. The wealth
variable, log(AA/POP)_1 or (AA/POP)_1, has t-gtatistics of 3.50, 4.78, and
1.53, respectively.



94 CHAPTER 5. WEALTH EFFECT

Table 5.2
The Three U.S. Household Consumption Expenditure
Equations (from Tables A1, A2, and A3)

1 2 3
log PCOSP log PC(;V P A PCODP
LDV 787 .782 .329
(19.31) (21.69) (5.42)
log 225 Of 225 .106 .097 .108

(306)  (428)  (4.65)

RSAor RMAor RMA-CDA -00123 -00174 -.00514
(-5.75)  (-4.24) (-3.23)

=5 4 —~ - -024
(-3.92)
log Fg5_, OF #g5_, 0171 0507  .0003

(350)  (478) (153

e LDV = Lagged dependent variable. For equation 3the LDV
iSDELD(KD/POP)_1— (CD/POP)_1.
e Estimation period: 1954:1-2002:3.
e Estimation technique: 2SLS.
e Not presented in the table:
o estimates of the constant terms.
o coefficient estimates of age variables.
o coefficient estimate of the lagged change in the dependent
variablein equation 2.
o coefficient estimate of the time trend in equation 1.

5.3 The Effects of a Change imA A of 1000

How much do consumer expenditures change when A A changes? The size of this
wealth effect depends on what is held constant. If the complete MC model is used,
then anincreasein A A increases U.S. household consumption expenditures, which
then leads to a multiplier effect on output and at least some increase in inflation.
Giventheestimated interest raterulein themodel, the Fed respondsto the expansion
by raising interest rates, which slows down the expansion, and so on. The rest of
the world also responds to what the United States is doing, which then feeds back
on the United States. The size of the wealth effect with nothing held constant thus
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Table 5.3
EffectsonCS + CN + CD of a Change inAA of 1000

Year
Quarter 1995 1996 1997 1998 1999 2000 2001 2002

1 00 220 285 293 288 278 273 291
2 76 246 291 291 286 274 276 293
3 139 263 294 288 283 272 279 2908
4 186 277 293 289 283 271 286

e Unitsare hillions of 1996 dollars

depends on many features of the MC model, not just the properties of the U.S.
household consumption expenditure equations.

One can focus solely on the properties of the household consumption expendi-
ture equations by taking income and interest rates to be exogenous. The following
experiment was performed. The variablesYD/(POP - PH), RSA, RMA, and
A A were taken to be exogenous, which isolates equations 1, 2, and 3 from the rest
of the model. The estimated residuals were then added to the stochastic equations
and taken to be exogenous. This means that when the model is solved using the
actual values of all the exogenous variables, a perfect tracking solution is obtained.
The actual values are thus the base values. A A was then increased by $1000 bil-
lion from the base case, and the model was solved for the 1995:1-2002:3 period.
The difference for a given quarter between the predicted value of a variable and
the actual value is the estimated effect of the AA change on that variable for that
quarter.

The effects on total consumption expenditures (CS + CN + C D) by quarters
arepresented in Table 5.3. After four quarters expenditures haverisen $18.6 hillion,
and after eight quarters they have risen $27.7 billion. The increases then level off
at dlightly less than $30 billion. The effect of a sustained increase in wealth on
consumption expenditures is thus estimated to be dlightly less than 3 percent per
year ignoring any feedback effects.

Thisroughly 3 percent estimateis consistent with resultsfrom other approaches.
A recent study estimating the size of the wealth effect isdiscussed in Ludvigson and
Steindel (1999). They conclude (p. 30) that “adollar increasein wealth likely leads
to athree-to-four-cent increase in consumption in today’s economy,” although they
argue that thereis considerabl e uncertainty regarding this estimate. Their approach
issimpler and less structural than the present one, but the size of their estimate is
similar. Starr-McCluer (1998) uses survey data to examine the wealth effect, and
she concludes that her results are broadly consistent with a modest wealth effect.
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Chapter 6

Testing for a New Economy in the
1990s

6.1 Introduction?

There was much talk in the United States in the last half of the 1990s about the
existence of anew economy or a“new age.” Wasthistalk just media hype or were
therein fact large structural changesin the 1990s? One change that seems obvious
isthe huge increase in stock pricesrelative to earnings beginning in 1995. Thiscan
be seen in Figure 6.1, where the price-earnings (PE) ratio for the S& P 500 index is
plotted. Theincreasein the PE ratio beginning in 1995 is quite large. The mean of
the PE ratio is 14.0 for the 1948.1-1994.4 period and 27.0 for the 1995.1-2002.3
period. This increase appears to be a major structural change, and an important
guestion is whether there were other such changes.

The end-of-sampl e stability test of Andrews (2003) was used in Chapter 2 to
test the 30 stochastic equations of the US model for structural change beginning in
1995. The hypothesis of stability was rejected for only three equations, the main
equation being equation 25 explaining CG. The rejection for the CG equation is,
of course, not surprising given Figure 6.1. It may be surprising, however, that there
were no other major rejections, since a number of macroeconomic variables have
large changes beginning about 1995. Four such variables are plotted in Figures
6.2-6.5. They are 1) the personal saving rate (lower after 1995), 2) the U.S. current
account as afraction of GDP (lower after 1995), 3) theratio of nonresidential fixed
investment to output (higher after 1995), and 4) the federal government budget
surplusasapercent of GDP (higher after 1995). Theresultsreported in this chapter
suggest that all four of these unusual changes are because of the stock market boom

IThe results in this chapter are the same as those in Fair (2004a).
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Figure 6.1
S&P 500 Price-Earnings Ratio
1948:1-2002:3
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and not because of structural changes in the stochastic equations.

Thefact that the stability hypothesisis not rejected for the three U.S. consump-
tion equations means that conditional on wealth the behavior of consumption does
not seem unusual. The wealth effect on consumption also explains the low U.S.
current account because some of any increased consumption isincreased consump-
tion of imports. Similarly, conditional on the low cost of capital caused by the
stock market boom, the behavior of investment does not seem unusual according
to the stability test of the investment equation. Finally, the rise in the federal gov-
ernment budget surplusis explained by the robust economy fueled by consumption
and investment spending.

To examinethe effects of the stock market boom, a counterfactual experiment is
performed in this chapter using the MC model. The experiment is onein which the
stock market boom is eliminated. The results show (in Section 6.3) that had there
been no stock market boom, the behavior of the four variables in Figures 6.2—6.5
would not have been unusual.



6.1. INTRODUCTION

Figure 6.2
NIPA Personal Saving Rate
1948:1-2002:3

A2

.10

.08

.06

.04 4

.02

AL SR ILELIL L B ILELELIL B IR BURLL LR I
50 55 60 65 70 75 80 85 90 95 00

Figure 6.3
Ratio of U.S. Current Account to GDP
1948:1-2002:3
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Figure 6.4
Investment-Output Ratio
1948:1-2002:3
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Figure 6.5
Ratio of Federal Government Surplus to GDP
1948:1-2002:3
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The overal story is thus quite smple: the only main structural change in the
last half of the 1990s was the stock market boom. All other unusual changes can
be explained by it. What is not simple, however, is finding a reason for the stock
market boom in the first place. The possibility that the degree of risk aversion
of the average investor fell in the last half of the 1990s is tested in Fair (2003c)
using data on companies that have been in the S& P 500 index since 1957. The
evidence suggests that risk aversion has not fallen: thereis no evidence that more
risky companies have had larger increases in their price-earnings ratios since 1995
than less risky companies.

If earnings growth had been unusually high in the last half of the 1990s, this
might have led investorsto expect unusually high growth in the future, which would
have driven up stock prices relative to current earnings. Figures 6.6 and 6.7, how-
ever, show that therewas nothing unusual about earningsinthelast half of the 1990s.
Figure 6.6 plots the four-quarter growth rate of S& P 500 earnings, and Figure 6.7
plots the ratio of NIPA after-tax profitsto GDP,

Much of the new economy talk has been about productivity growth, and Section
6.4 examines productivity growth. It will be seen that using 1995 as the base year
to measure productivity growth, which is commonly done, is misleading because
1995 isacyclicaly low productivity year. If 1992 is used instead, the growth rate
in the last half of the 1990s for the total economy less general government is only
dightly higher than earlier (from 1.49 percent to 1.82 percent per year). Thereis
thus nothing in the productivity data that would suggest a huge increase in stock
prices relative to earnings. The huge increase in PE ratios beginning in 1995 thus
appearsto be apuzzle. Thischapter isnot an attempt to explain this puzzle. Rather,
it shows that conditional on the stock market boom, the rest of the economy does
not seem unusual.

6.2 End-of-Sample Stability Tests

For the end-of-sample stability tests in Chapter 2 the sample period was 1954:1—
2002:3, with the potential break at 1995:1. For this chapter tests have aso been
performed for the sample period 1954.:1-2000:4, with again the potential break at
1995:1. In other words, the second test does not include what happened in 2001
and 2002.

The p-values for the 30 equations are presented in Table 6.1.2 The results for
the period ending in 2000:4 are very similar to the other results. There are still

2Remember from the discussion of the stability tests in Section 1.5 that the coefficient estimates
of the dummy variables are taken as fixed when performing the tests.
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Figure 6.6
Four-Quarter Growth Rate of S&P 500 Earnings
1948:1-2002:3
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Figure 6.7
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only 3 equations for which the hypothesis of stability was rejected—the interest
payments equation 19, the demand for currency eguation 26, and the CG equa-
tion 25. Overdl, the results in Table 6.1 are strongly supportive of the view that
there were no major structural changes beginning in 1995:1 except for the stock
market boom. The next section estimates what the economy would have been like
had there been no stock market boom.

6.3 Counterfactual: No Stock Market Boom

For the 10-year period prior to 1995 (1985:1-1994:4) the sum of the quarterly values
of CG, whichisthetotal capital gain on household financial assets for this period,
was $5.248 trillion. Thisis an average of $131.2 billion per quarter. The sum for
the next 5 years (1995:1-1999:4) was $13.560 trillion, an average of $678.0 billion
per quarter. During the next 11 quarters (2000:1-2002:3) the sum was —$7.040
trillion, an average of —$640.0 billion per quarter. The total capital gain over the
entire 1995:1-2002:3 period was thus $6.520 trillion, an average of $210.3 billion
per quarter.

The counterfactual experiment assumes that the capital gain for each quarter
of the 1995:1-2002:3 period was $131.2 billion, which is the average for the prior
10-year period. Thisgivesatotal capital gain of $4.067 trillion, which isabout $2.5
trillion less than the actual value of $6.520 trillion. The timing, of course, is quite
different than what actually happened, since the experiment does not have the huge
boom up to 2000 and then the large correction after that.

The entire MC model is used for the experiment. The experiment is for the
1995:1-2002:3 period. The estimated residuals are first added to all the stochastic
eguations, including the trade share equations, and then taken to be exogenous. This
means that when the model is solved using the actual values of all the exogenous
variables, a perfect tracking solution is obtained. The actual values are thus the
base values. Equation 25 is then dropped from the model, and the value of CG in
each quarter istaken to be $131.2 billion. The model isthen solved. The difference
between the solution value and the actual value for each endogenous variable for
each quarter is the effect of the CG change. The solution values will be called
valuesin the “no boom” case.®

SAtthetimethisexperiment was performed all the datafor the United Stateswere availablethrough
2002:3, but not for the other countries. When necessary, extrapol ated val ues of theexogenousvariables
for the other countries were used. This has little effect on the final results because the same values
are used for both the base case and the no boom case.
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Table 6.1
End-of-Sample Test Results for the United States

End 2002:3  End 2000:4

Eq. Dependent Variable p-value p-value
1 Service consumption 1.000 1.000
2 Nondurable consumption 0.858 0.957
3 Durable consumption 0.119 0.504
4 Residential investment 0.716 0.844
5 Labor force, men 25-54 0.567 0.482
6 Labor force, women 25-54 0.866 0.929
7 Labor force, al others 16+ 0.440 0.766
8 Moonlighters 1.000 1.000
9 Demand for money, h 0.112 0.106

10 Priceleve 1.000 0.972
11  Inventory investment 0.881 0.943
12 Nonresidentia fixed investment 0.261 0.206
13 Workers 0.649 0.610
14 Hours per worker 0.739 0.624
15 Overtime hours 0.976 1.000
16 Wagerate 0.507 0.390
17  Demand for money, f 0.440 0.369
18 Dividends 0.500 0.447
19 Interest payments, f 0.000 0.000
20 Inventory valuation adjustment 0.134 0.149
21 Deypreciation, f 0.500 0.475
22 Bank borrowing from the Fed 0.806 0.667
23 AAA bond rate 0.396 0.362
24  Mortgage rate 0.410 0.340
25 Capital gainsor losses 0.000 0.000
26  Demand for currency 0.000 0.000
27  Imports 0.933 1.000
28  Unemployment benefits 0.955 1.000
29 Interest payments, g 0.784 1.000
30 Fedinterest raterule 0.903 0.993

e h = household sector, f = firm sector, g = federal government sector.
e First overall sample period: 1954:1-2002:3 except 1956:1-2002:3
for equation 15.

e Second overall sample period: 1954:1-2000:4 except 1956:1-2000:4
equation 15.

o Break point tested: 1995:1.

o Estimation technique: 2SLS.

Figures 6.8-6.15 plot some of theresults. Each figure presentsthe actual values
of the variable and the solution values. Figure 6.8 shows that the personal saving
rate is considerably higher in the no boom case. No longer are the values outside
the range of historical experience in 1999 and 2000. Thisis the wealth effect on
consumption at work. With no stock market boom, households are predicted to
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consume less. Figure 6.9 shows that the current account deficit through 2000 is not
as bad in the no boom case: imports are lower because of the lower consumption.
Figure 6.10 shows that there is a much smaller rise in the investment-output ratio
in the no boom case. Investment is not as high because the cost of capital is not
aslow and because output islower. Figure 6.11 shows that the federal government
budget is not as good, which is due to the less robust economy.

Figure 6.12 plots the percentage change in real GDP, and Figure 6.13 plotsthe
unemployment rate. Both show, not surprisingly, that the real side of the economy
is worse in the no boom case, especially through 2000. In the fourth quarter of
1999, for example, the unemployment rate in the no boom case is 5.5 percent,
which comparesto the actual value of 4.1 percent. Figure 6.14 plotsthe percentage
changein the private nonfarm price deflator, P F. It shows that the rate of inflation
islower in the no boom case (because of the higher unemployment rate), although
in neither case would one consider inflation to be a problem.

Figure 6.15 plots the three-month Treasury bill rate, RS, which is the rate
determined by equation 30, the estimated interest rate rule of the Fed. The figure
showsthat thebill rateislower inthe no boom case. The Fed is predicted to respond
to the more sluggish economy by lowering rates. In the fourth quarter of 1999, the
bill rate is 3.3 percent in the no boom case, which compares to the actual value of
5.0 percent. It isinteresting to note that this amount of easing of the Fed is not
enough to prevent the unemployment rate from rising, as was seen in Figure 6.13.
Note from Figure 6.12, however, that by the end of 2000 the growth rate is higher
in the no boom case. Thisis partly due to the lower interest rates in the no boom
case.

It isthus clear from the figuresin this section that according to the MC model
the U.S. economic boom in thelast half of the 1990swas fuel ed by the weal th effect
and cost of capital effect from the stock market boom. Had it not been for the stock
market boom, the economy would have looked more or less normal.
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Figure 6.8
NIPA Personal Saving Rate
1995:1-2002:3
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Figure 6.9
Ratio of U.S. Current Account to GDP
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Figure 6.10
Investment-Output Ratio
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Figure 6.12
Four-Quarter Growth Rate of Real GDP
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Figure 6.13
The Unemployment Rate
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Figure 6.14
Four-Quarter Percentage Change in PF
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6.4 Aggregate Productivity

Asnoted in theintroduction, much of the new economy talk has been about produc-
tivity growth. For the above experiment long run productivity growth isexogenous:
the MC model does not explain long run productivity growth. This issue will now
be addressed.

Figure 6.16a plots the log of output per worker hour for the total economy less
general government for 1948:1-2002:3. Also plotted in the figure is a peak-to-
peak interpolation line, with peaksin 1950:3, 1966:1, 1973:1, 1992:4, and 2002:3.4
The annual growth rates between the peaks are 3.27, 2.72, 1.49, and 1.82 percent,
respectively. Figure 6.16b isan enlarged version of Figure 6.16afor the period from
1985:1 on.

Aninteresting feature of Figure 6.16aisthe modest increase in the peak-to-peak
productivity growth rate after 1992:4: from 1.49 to 1.82 percent. This difference
of 0.33 percentage points is certainly not large enough to classify as a movement
into a new age.

It can be seen in Figure 6.16b why some were so optimistic about productivity
growth in the last half of the 1990s. Between 1995:3 and 2000:2 productivity
grew at an annual rate of 2.49 percent, which is anoticeable improvement from the
1.49 percent rate between 1973:1 and 1992:4. What this overlooks, however, isthat
productivity grew at an annual rate of only 0.27 percent between 1992:4 and 1995:3,
s0 1995 isalow year to use as a base. Under the assumption that the interpolation
line measures cyclically adjusted productivity, the 2.49 percent growth rate between
1995:3 and 2000:2 is composed of 1.82 percent long run growth and 0.67 percent
cyclical growth.

Productivity data are also available for the nonfarm business sector, and it is of
interest to see if the above productivity growth estimates are sensitive to the level
of aggregation. In 2001 real GDP less general government output accounted for
89.4 percent real GDP and nonfarm business output accounted for 83.8 percent.
(Nonfarm business output excludes output from farms, households, and nonprofit
institutionsin additionto output from general government.) Figures6.17aand 6.17b
are for the nonfarm business sector.

There is only a modest change in moving from Figures 6.16a and 6.16b to
Figures 6.17a and 6.17b. The increase in long run productivity growth beginning
in 1992:4 is now 0.50 percentage points (from 1.43 percent to 1.93 percent) rather
than 0.33 (from 1.49 percent to 1.82 percent). The actual

4Although the data for the US model begin in 1952:1, the data used in this section go back to
1948:1. The same peaks in Figure 16.6a are used to construct LAM in the US model except that
1955:2 isused instead of 1950:3. See LAM in TableA.7.
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Figure 6.16a
Log of Output per Worker Hour: 1948:1-2002:3
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Figure 6.16b
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Figure 6.17a
Log of Output per Worker Hour: 1948:1-2002:3
Nonfarm Business
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growth ratefrom 1992:4 to 1995:3 isnow 0.39 percent rather than 0.27 percent, and
the actual growth rate from 1995:3 to 2000:2 is now 2.50 percent rather than 2.49
percent. Again, under the assumption that the interpolation line measures cyclically
adjusted productivity, the 2.50 percent growth rate between 1995:3 and 2000:2 is
composed of 1.93 percent long run growth and 0.57 percent cyclical growth for the
nonfarm business sector.

Regarding other studies of productivity growth in the 1990s, Blinder and
Yellen (2001) test for abreak in productivity growth beginning in 1995:4, and they
find a significant break once their regression equation is estimated through 1998:3.
From Figures 6.16b and 6.17b this is not surprising, given the rapid productivity
growth between 1995:4 and 1998:3. Again, however, 1995:4 is a misleading base
to use. Oliner and Sichel (2000) compare productivity growth in 1990-1995 to
that in 1996-1999 and do not adjust for cyclical growth. Thisisalso truein Nord-
haus (2000), who compares productivity growth in 1990-1995 to that in 1996-1998.

Gordon (2000a, 2000b) argues that some of the actual productivity growth after
1995 is cyclical. He estimates in Gordon (2000b, p. 219) that of the actual 2.82
percent productivity growth in the nonfarm business sector between 1995:4 and
1999:4, 0.54 is cyclical and 2.28 is long run. This estimate of 0.54, which is
backed out of aregression, is remarkably close to the 0.57 figure estimated above
for the 1995:3-2000:2 period using theinterpolation linein Figure 6.17b. Gordon’'s
actual number of 2.82 percent is larger than the actual number of 2.50 percent in
Figure 6.17b. This difference is primarily due to the fact that Figure 6.17b uses
revised data. The datarevisionsthat occurred after Gordon’s work had the effect of
lowering the estimates of productivity growth.

Gordon’s results and the results from Figure 6.17b are thus supportive of each
other. Although Gordon estimates long run productivity growth to be 2.28 percent,
Figure 6.17b suggests that this number is less than 2 percent based on the revised
data. The message of Figures 6.16b and 6.17b is thus that productivity growth has
increased inthelast half of the 1990s, but only by about 0.4 to 0.5 percentage points.

6.5 Conclusion

The results in this chapter are consistent with the simple story that the only major
structural changein the last half of the 1990s was the huge increase in stock prices
relative to earnings. The only mgjor U.S. macroeconometric equation in the MC
model for which the hypothesis of end-of-sample stability is rejected is the stock
price equation. The counterfactual experiment using the MC model in which the
stock market boom isturned off showsthat wereit not for the boom the behavior of
variables like the saving rate, the U.S. current account, the investment output ratio,
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and the federal government budget would not have been historically unusual. Also,
the data on aggregate productivity do not show alargeincreasein trend productivity
growth in thelast half of the 1990s: thereis no evidencein the data of anew age of
productivity growth.

None of the results here provide any hint as to why the stock market began
to boom in 1995. In fact, they deepen the puzzle, since there appear to be no
major structural changes in the economy (except the stock market) and there is no
evidence of a new age of productivity growth. In addition, Figures 16.6 and 16.7
show no unusual behavior of earningsin the last half of the 1990s, and the results
in Fair (2003c) suggest that risk aversion of the average investor has not decreased.
In short, there is no obvious fundamental reason for the stock market boom.



Chapter 7

Evaluating a ‘Modern’ View of
Macroeconomics

7.1 Introduction?

Although macroeconomics has been in a state of flux at least since Lucas's (1976)
critique, there has recently emerged a view that some see as a convergence. Tay-
lor (2000, p. 90), for example, states:

...at the practical level, a common view of macroeconomics is now
pervasive in policy-research projects at universities and central banks
around the world. This view evolved gradually since the rational-
expectations revolution of the 1970's and has solidified during the
1990's. It differs from past views, and it explains the growth and
fluctuations of the modern economy; it can thus be said to represent a
modern view of macroeconomics.

Thisview isnicely summarizedin Clarida, Gali, and Gertler (1999), anditisusedin
Clarida, Gali, and Gertler (2000) to examine monetary policy rules. Taylor (2000,
p. 91) points out that virtualy all the papersin Taylor (1999a) use this view and
that the view is widely used for policy evaluation in many central banks. In both
the backward-looking model and the forward-looking model in Svensson (2003)
aggregate demand depends negatively on the real interest rate, as in the aggregate
demand eguation below. Romer (2000) proposes a way of teaching this modern
view at the introductory level.

IThe results in this chapter are updates of those in Fair (2002).

115
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Thisview is based on the following three equations:

1. Interest Rate Rule The Fed adjusts the nominal interest rate in response
to inflation and the output gap (deviation of output from potential).? The
nominal interest rate responds positively to inflation and the output gap. The
coefficient on inflation is greater than one, and so the real interest rate rises
when inflation rises.

2. Price Equation: Inflation depends on the output gap, cost shocks, and ex-
pected future inflation.

3. Aggregate Demand Equation Aggregate demand (real) depends on the
real interest rate, expected future demand, and exogenous shocks. The real
interest rate effect is negative.

This basic model is, of course, ahighly simplified view of the way the macroecon-
omy works, as everyonewould admit. Many details have been left out. If, however,
the model captures the broad features of the economy in afairly accurate way, the
lack of detail is not likely to be serious for many purposes; the details can befilled
in when needed. The ‘modern’ view of macroeconomics is that the broad features
of the economy have been adequately captured by this model.

Regarding the effects of aninflation shock inthemodern-view model, the aggre-
gate demand equation impliesthat an increasein inflation with the nominal interest
rate held constant is expansionary (because the real interest rate falls). The model
is in fact not stable in this case because an increase in output increases inflation
through the price equation, which further increases output through the aggregate
demand equation, and so on. In order for the model to be stable, the nominal inter-
est rate must rise more than inflation, which means that the coefficient on inflation
in the interest rate rule must be greater than one. Because of this feature, some
have criticized Fed behavior in the 1960s and 1970s as following in effect arule
with a coefficient on inflation less than one—see, for example, Clarida, Gali, and
Gertler (1999) and Taylor (1999c).

It will be seenin the next section that inthe M C model apositiveinflation shock
with the nominal interest rate held constant is contractionary, not expansionary as
implied by themodern-view model. Therearethreemain reasonsfor thisdifference.
First, except for the US investment equation 12, nominal interest rates rather than
real interest rates are used in the consumption and investment equations. Theresults
in Chapter 3 strongly support the use of nominal over real interest rates. Second, in

2In empirical work the lagged interest rate is often included as an explanatory variable in the
interest rate rule. This picks up possible interest rate smoothing behavior of the Fed.
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the MC model the percentage increase in nominal household wealth from a positive
inflation shock is less than the percentage increase in the price level, and so there
isafall in real household wealth from a positive inflation shock. This has, other
things being equal, a negative effect on real household expenditures. Third, in the
MC model nominal wages lag prices, and so a positive inflation shock resultsin an
initial fall in real wage rates and thus real labor income. A fall inreal labor income
has, other things being equal, a negative effect on real household expenditures.

If these three features are true, they imply that a positive inflation shock has
a negative effect on aggregate demand even if the nominal interest rate is held
constant. The fall in real wealth and real labor income is contractionary, and there
is no offsetting rise in demand from the fall in the real interest rate. Not only does
the Fed not have to increase the nominal interest rate more than the increase in
inflation for there to be a contraction, it does not have to increase the nominal rate
a al! Theinflation shock itself will contract the economy through the real wealth
and real income effects.

The omission of wages from the modern-view model can be traced back to
the late 1970s, where, as discussed in Chapter 4 (see footnote 5), there began a
movement away from the estimation of structural price and wage equations to the
estimation of reduced form price equations (i.e., price equations that do not include
wage rates asexplanatory variables). Thisline of research evolved to the estimation
of NAIRU equations, which represent the modern view.

7.2 Estimated Effects of a Positive Inflation Shock

A simple experiment is performed in this section that shows that in the MC model
apositive inflation shock is contractionary. The period used is 1994:1-1998:4, 20
guarters. Thefirst step, asfor the experiment in Section 6.3, isto add the estimated
residuals to the stochastic equations and take them to be exogenous. Again, this
means that when the model is solved using the actual values of all the exogenous
variables, a perfect tracking solution results. The base path for the experiment is
thus just the historical path. Then the constant term in the US price equation 10
is increased by .005 (.50 percentage points) from its estimated value.® Also, the
estimated interest rate rule for the Fed, equation 30, is dropped, and the nominal
short term interest rate, RS, is taken to be exogenous for the United States. The

SNotethat thisisashock to the price equation, not to the wage equation. Itissimilar to anincrease
in the price of cil. Inthe MC model an increase in the price of oil (which is exogenous) increases the
U.S. price of imports, which is an explanatory variable in the US price equation. Either an increase
in the constant term in the price equation or an increase in the price of oil leadsto an initial fall in the
real wage because wages lag prices. If the shock were instead to the wage equation, there would be
aninitial risein the real wage, which would have much different effects.
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model is then solved. The difference between the predicted value of each variable
and each period from this solution and its base (actual) valueis the estimated effect
of the price-equation shock. Remember that thisis an experiment in which thereis
no change in the U.S. short term nominal interest rate because the US interest rate
rule is dropped. There is also no effect on U.S. long term nominal interest rates
becausethey depend only on current and past U.S. short term nominal interest rates.

Selected resultsfrom this experiment are presented in Table 7.1. Themain point
for present purposes is in row 1, which shows that real GDP falls: the inflation
shock is contractionary. The rest of this section is simply a discussion of some of
the details.

Row 2 shows the effects of the change in the constant term in the price equation
onthepricelevel. Thepricelevel is.52 percent higher thanitsbasevalueinthefirst
quarter, 1.00 percent higher in the second quarter, and so on through the twentieth
quarter, whereitis4.68 percent higher. (Theshock tothe priceequation accumulates
over time because of the lagged dependent variable in the equation.) Row 3 versus
row 2 shows that the nominal wage rate rises less than the price level, and so there
isafal intherea wagerate, WF /P F. Row 4 shows that real disposable income
falls. (Although not shown, nominal disposableincomeincreases.) Real disposable
income falls because of the fall in the real wage rate and because some nonlabor
nominal income, such as interest income, rises less in percentage terms than the
price level.

The change in nominal corporate after-tax profitsis higher (row 5), and thisin
turn leads to a small increase in capital gains (CG) for the household sector (row
6). (Thisis US equation 25 at work.) For example, the increase in capital gainsin
the first quarter is $10.5 billion. (CG is not affected by any nomina interest rate
changesbecausetherearenone.) Theincreasein C G leadsto anincreasein nominal
household wealth (not shown), but row 7 showsthat real household wealthislower.
This means that the percentage increase in nominal household wealth is smaller
than the percentage increase in the price level. Put another way, US equation 25
does not lead to alarge enough increase in C G to have real household wealth rise.

The fall in real income and real wealth leads to a fall in the four categories
of household expenditures (rows 8-11). Nonresidentia fixed investment is lower
(row 12), which is aresponse to the lower values of output, although thisis partly
offset by thefall inthereal interest rate. (Remember that US equation 12 isthe one
demand equation in the model that uses the real interest rate.)

Rows 13 and 14 present the Japanese and German nominal exchange rates
relative to the U.S. dollar. (Anincreasein arateis adepreciation of the currency.)
The two currencies appreciate relative to the dollar. Thisis because the U.S. price
level risesrelativeto the Japanese and German pricelevels, which leads, other things
being equal, to an appreciation of the yen and DM through the estimated equations
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Table 7.1

Effects of a Positive Shock to the US Price Equation 10
Nominal Interest Rate, RS, Unchanged from Base Values

119

Changes from Base Values

Quarters Ahead
Variable 1 2 3 4 8 12 16 20
1 Red GDP(GDPR) -05 -14 -24 -3 -80 -116 -144 -1.70
2 Priceleve (PF) b2 100 143 182 304 383 434 468
3 Wagerate (WF) 43 81 116 148 225 307 347 374
4 Red DPI (YD/PH) -21 -42  -62 -82 -155 -211 -256 -297
5 Changein profits (AIT) 30 17 15 14 14 1.0 0.7 13
6 Capita gains (CG) 105 55 7.9 64 208 374 272 1107
7 Real wedth (AA) -29 -57 -8 -104 -170 -212 -228 -244
8  Service consumption (CS) -02 -07 -13 -20 -56 -91 -121 -147
9  Nondurable consumption (CN) -02 -07 -15 -25 -71 -114 -146 -1.73
10 Durable consumption (C D) -20 -52 -93 -137 -325 -472 -561 -6.18
11 Residentia inv. (I HH) -54 -92 -134 -18 -377 -502 -605 -651
12 Nonresidential fixedinv. /KF) -11 -32 -52 -70 -150 -248 -334 -401
13 yen/$rate(E;4) -03 -07 -14 -2 -63 -111 -158 -2.00
14 DM/$rate (EGE) -4 -12 -23 -3 -9 -153 -194 -220
15 Price of imports (PIM) A2 .18 24 .30 72 102 120 121
16  Priceof exports (PEX) 47 89 128 162 271 344 392 426
17 Rea imports (I M) -05 -16 -34 -58 -179 -302 -404 -488
18 Real exports (E X) -05 -10 -16 -23 -55 -88 -129 -164
19  Current account .04 .09 14 .20 .38 .55 .68 .78

o All variables but 13 and 14 are for the United States.
o DPI = disposable persona income.

e ATI = Change in nominal after-tax corporate profits. (In the notation in TableA.2, IT = PIEF —

TFG—TFS+ PX -PIEB—TBG—TBS)

e Current Account = U.S. nominal current account as a percent of nominal GDP. The U.S. current

accountisPX - EX — PIM - IM.

e Changes are in percentage points except for ATT and CG, which arein billions of dollars.

e Simulation period is 1994.1-1998.4.

for the two exchange rates (see Table B9 in Appendix B).

Row 15 shows that the U.S. import price level rises, which is due to the depre-
ciation of the dollar, and row 16 shows that the U.S. export price level rises, which

isdueto theincrease in the overal U.S. pricelevel.

The real value of imports in the model responds positively to a decrease in the
import price level relative to the domestic price level and negatively to a decrease
in real income. Row 17 shows that the real income effect dominates. The negative
effect from the fall in real income dominates the positive effect from the fall in the
price of importsrelativeto thedomestic pricelevel. Thereal valueof U.S. exportsis
lower (row 18), which isdueto ahigher relative US export price level. (The export
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price level increases more than the dollar depreciates, and so U.S. export pricesin
other countries' currenciesincrease.) Even though thereal value of U.S. exportsis
lower, there is an improvement in the nominal U.S. current account (row 19). This
improvement isinitially due to the higher U.S. export price level (aJ curve type of
effect) and later to the fact that the real value of U.S. imports falls more than does
the real value of U.S. exports. In other words, the contractionary U.S. economy
helpsimprove the U.S. current account because of the fall in imports.

Regarding long run effects, the present experiment is somewhat artificial be-
cause of the dropping of the estimated interest rate rule of the Fed. The rule has
the property that, other things being equal, the Fed will lower the nominal interest
rate when the U.S. economy contracts. This will then help bring the economy out
of the contraction. The present experiment is merely meant to show what would be
the case if the rule were dropped. In practice, of course, the Fed would react.

Itisinteresting to notethat theresult obtai ned herefrom analyzing theM C model
that an increase in inflation is contractionary even when the nominal interest rateis
held constant is a so reached in Giordani (2003) from analyzing VAR models. The
results from these two quite different approaches both cast doubt on akey property
of modern-view models.

7.3 The FRB/US Model

The FRB/US model—Federal Reserve Board (2000)—is sometimes cited as a
macroeconometric model that is consistent with the modern view (see, for example,
Taylor (2000), p. 91). This model has strong rea interest rate effects. In fact, if
government spending is increased in the FRB/US model with the nominal interest
rate held constant, real output eventually expands so much that the model will no
longer solve.* The increase in government spending raises inflation, which with
nominal interest rates held constant lowers real interest rates, which leads to an
unlimited expansion. The model is not stable unless thereisanominal interest rate
rule that leads to an increase in the real interest rate when inflation increases.

It may seem puzzling that two macroeconometric models could have such dif-
ferent properties. Given the empirical results in Chapter 3, how can it be that the
FRB/US model finds such strong real interest rate effects? The answer isthat many
restrictions have been imposed on the model that have the effect of imposing large
real interest rate effects. In most of the expenditure equations real interest rate ef-
fects are imposed rather than estimated. Direct tests of nominal versus real interest
rates like the one used in Chapter 3 are not done, and so there is no way of knowing
what the data actually support in the FRB/US expenditure equations.

“4Private correspondence with Andrew Levin and David Reifschneider.
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Large stock market effects are also imposed in the FRB/US model. Contrary to
the estimate of US eguation 25, which showsfairly small effects of nominal interest
rates and nominal earningson C G, the FRB/US model has extremely large effects.
A onepercentage point decreaseinthereal interest rateleadsto a20 percent increase
in the value of corporate equity (Reifschneider, Tetlow, and Williams (1999), p. 5).
At the end of 1999 the value of corporate equity was about $20 trillion (using data
from the U.S. Flow of Funds accounts), and 20 percent of thisis $4 trillion. There
isthusahugeincreasein nominal household wealth for even aone percentage point
decreaseinthereal interest rate. A positiveinflation shock with the nominal interest
rate held constant, which lowersthereal interest rate, thusresultsin alarge increase
in both nominal and real wealthinthemodel. Theincreasein real wealth then leads
through the wealth effect in the household expenditure equationsto alargeincrease
in real expenditures. This channel is an important contributor to the model not
being stable when there is an increase in inflation greater than the nominal interest
rate. Again, thisstock price effect isimposed rather than estimated, and so it is not
necessarily the case that the data are consistent with this restriction.

Thereisthus no puzzle about the vastly different properties of the two models.
It is simply that important real interest rate restrictions have been imposed in the
FRB/US model and not in the MC model.

7.4 Conclusion

If a positive inflation shock with the nominal interest rate held constant is in fact
contractionary, this hasimportant implications for monetary policy. The coefficient
on inflation in the nominal interest rate rule need not be greater than one for the
economy to be stable. Also, if oneis concerned with optimal policies, the optimal
response by the Fed to an inflation shock is likely to be much smaller if inflation
shocks are contractionary than if they are expansionary. The use of modern-view
models for monetary policy is thus risky. If they are wrong about the effects of
inflation shocks, they may lead to poor monetary policy recommendations. Optimal
policies using the MC model are discussed in Chapter 11.
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Chapter 8

Estimated European Inflation
Costs from Expansionary Policies

8.1 Introduction?

If macroeconomic policies had lowered European unemployment in the 1980s,
what would have been the inflation costs? Under the NAIRU model discussed in
Chapter 4, thisis not an interesting question. In that model there is a value of the
unemployment rate (the NAIRU) below which the price level accelerates and above
which the price level decelerates. This view of the inflation process is echoed, for
example, in Unemployment: Choices for Europe, where Alogoskoufis et al. (1995,
p. 124) state “We would not want to dissent from the view that there is no long-
run trade-off between activity and inflation, so that macroeconomic policies by
themselves can do little to secure alasting reduction in unemployment.” Under this
view it is not sensible to talk about long-run tradeoffs between unemployment and
inflation.

Since the results in Chapter 4 call into question the NAIRU dynamics, it is of
interest to see what an aternative model would say about the European inflation
cost question. This chapter uses the MC model to estimate what would have hap-
pened to European unemployment and inflation in the 1982:1-1990:4 period had
the Bundesbank followed an easier monetary policy than it in fact did.

If the true relationship between the price level and unemployment is highly
nonlinear at low values of the unemployment rate, a view put forth in Section 4.6,
it is problematic to consider policy experiments in which unemployment rates are
pushed to very low values. Due to few observations at low unemployment rates,
it is not possible to pin down the point at which the relationship becomes highly

IThe results in this chapter are updates of those in Fair (1999).
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nonlinear (if it does), and so the estimated price equations are not reliable at low
values of the unemployment rate. For present purposes, however, thisis not likely
to be a problem because the experiment is over a period in which unemployment
was generally quite high.

8.2 The Experiment

The Setup

The experiment is adecrease in the German short-term interest rate between 1982:1
and 1990:4. To perform this experiment the interest rate rule of the Bundesbank
was dropped, and the German short-term interest rate was taken to be exogenous.
Theinterest rate rules for all the other countries in the model were retained, which
means, for example, that thefall in the German rate directly affectstheinterest rates
of the countries whose rules have the German rate as an explanatory variable. The
German interest rate was lowered by 1 percentage point for 1982:1-1983:4, by .75
percentage points for 1984:1-1985:4, by .5 percentage points for 1986:1-1987:4,
and by .25 percentage points for 1988:1-1990:4.

As for the experiments in the last two chapters, the first step is to add the
estimated residuals to the model and take them to be exogenous. Doing this and
then solving the model using the actual values of all the exogenous variablesresults
in a perfect tracking solution. The German interest rate is then lowered and the
model is solved. The difference between the predicted value for each variable
for each period from this solution and its actual value is the estimated effect of
the monetary-policy change on the variable. Selected results of this experiment are
presented in Table 8.1 for 6 countries. Germany, France, Italy, the United Kingdom,
the United States, and Japan. Each fourth-quarter value is presented in the table.

The second column in Table 8.1, labeled UR, gives the actua value of the
unemployment rate in percentage points, and the third column, labeled 7, gives
the actual value of the inflation rate (percentage change in the GDP price deflator
a an annual rate) in percentage points. These values are provided for reference
purposes. The values in the remaining columns are either absolute or percentage
changes from the base values (remember that the base values are the actual values).
Absolutechangesaregivenfor theinterest rate, the unemployment rate, theinflation
rate, and the current account as a fraction of GDP, while percentage changes are
given for the other variables. All the values are in percentage points.
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Table 8.1
Effects of a Decrease in the German Interest Rate in 1982:1-1990:4
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Qtr. Act. Vaues Deviations from Base Values
Ah. UR T RS E Y UR PY T PM PX M EX S*
GE

4 7.34 666 | -1.00 143 038 -009 002 005 073 023 001 010 -012

8 8.13 646 | -100 250 079 -0.31 0.14 0.19 1.17 0.48 0.05 0.26 -0.16
12 8.08 646 | -075 298 110 -059 041 035 143 076 014 044 -012
16 7.97 59 | -0.75 348 137 -0.86 0.84 0.51 1.79 1.15 0.25 056 -0.17
20 7.56 464 | -050 367 149 -109 141 063 201 164 042 067 -004
24 7.66 478 | -050 4.03 155 -124 207 071 246 226 059 064 -0.02
28 747 515 | -0.25 413 143 -131 2.79 0.74 2.83 2.88 0.76 0.59 0.00
32 6.73 509 | -025 442 126 -129 35 071 334 352 092 050 -005
36 5.87 146 | -025 480 103 -1.20 4.16 0.61 3.86 4.14 1.04 036 -011
FR

4 7.80 930 | -057 144 009 -0.05 0.04 0.08 0.69 0.26 -0.10 0.10 -0.07

8 8.30 982 | -073 251 026 -017 015 014 112 050 -023 024 -007
12 9.69 380 | -062 295 044 -031 030 017 129 068 -028 040 -0.04
16 9.80 335 | -058 331 061 -046 0.49 0.21 1.50 0.86 -0.28 051 -0.06
20 1010 329 | -042 325 074 -059 068 020 153 100 -018 063 0.00
24 9.90 428 | -036 325 083 -0.68 0.87 0.19 1.65 1.17 0.00 0.64 0.00
28 9.40 459 | -020 291 08 -075 104 017 161 127 020 072 0.0
32 8.90 502 | -016 271 084 -0.76 1.19 0.14 1.61 1.37 0.42 0.67 -0.03
36 8.60 161 | -015 258 079 -074 131 010 158 144 062 065 -0.06
IT

4 9.98 15.06 003 143 0.02 -001 0.06 0.11 0.74 0.37 -0.10 0.09 -0.07

8 1099 1550 | 011 251 008 -003 021 019 117 069 -025 021 -0.03
12 11.30 4.74 018 300 014 -0.08 0.40 0.22 141 093 -0.35 0.37 0.00
16 12.00 6.93 027 347 019 -0.14 0.67 0.31 1.83 120 -045 054 -0.05
20 1296 4.82 031 360 020 -0.19 0.92 0.27 1.97 143 -0.48 0.67 0.03
24 1358 7.95 032 383 021 -022 114 0.25 2.32 171 -049 0.75 0.06
28 1298 8.95 034 374 024 -026 1.36 0.24 2.53 191 -0.52 0.94 0.09
32 1263 735 | 037 379 027 -030 159 025 280 214 -054 100 0.09
36 1226 640 | 039 389 030 -035 183 024 304 236 -056 111 o011
UK

4 1232 892 | -001 075 000 000 -001 000 003 003 000 001 0.0

8 1258 555 | -0.02 124 001 0.00 -004 -005 -0.19 0.01 0.03 0.04 0.08
12 1286 6.22 | -002 137 005 -002 -011 -008 -041 -005 008 014 017
16 12.98 5.10 003 149 012 -005 -015 -005 -047 -0.12 0.15 0.34 0.12
20 1279 538 | 011 141 017 -009 -012 008 -030 -010 025 039 0.06
24 1026 464 | 017 139 018 -012 -002 013 -017 000 033 044 006
28 8.26 9.58 022 123 019 -0.15 0.15 019 -0.04 0.14 0.38 0.55 0.06
32 6.83 918 | 025 121 019 -016 035 022 011 032 039 058 009
36 7.56 242 025 124 017 -0.16 0.56 0.22 0.27 0.51 0.37 0.58 0.11
us

4 10.68 429 | -0.01 0.01 0.00 -005 -006 -042 -0.10 0.18 -0.08 0.02

8 8.54 356 | -0.02 005 -002 -014 -009 -081 -022 044 -012 003
12 7.28 292 | -0.01 010 -0.05 -023 -008 -100 -032 073 -011 0.02
16 7.05 297 | 0.00 013 -006 -027 000 -121 -037 076 -001 0.00
20 6.84 271 | 0.04 015 -008 -031 001 -106 -040 080 0.07 -001
24 5.87 3.48 0.05 016 -0.07 -0.32 0.00 -0.90 -0.40 0.85 0.17 0.00
28 5.35 3.08 | 0.05 015 -006 -031 002 -070 -037 077 024 -001
32 5.37 3.02 0.06 014 -005 -0.28 0.03 -058 -0.33 0.66 0.33 -0.01
36 6.11 353 | 0.05 013 -003 -026 002 -050 -030 059 038 0.00
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Table 8.1 (continued)

Qtr. Act. Values Deviations from Base Values
Ah. UR T RS E Y UR PY T PM PX IM EX S*
JA
4 247 -069 | -001 000 000 000 -001 -001 -019 -037 003 000 -003
8 265 123 | -002 001 000 000 -003 -002 -039 -066 0.09 005 -0.05
12 269 511 | -002 004 002 000 -004 -002 -047 -075 015 016 -0.05
6 279 177 | -001 009 004 -001 -005 000 -056 -084 017 033 -0.06
20 28 -010 | 001 014 004 -002 -006 000 -056 -076 022 036 -004
24 271 -008 | 003 019 003 -002 -006 000 -049 -067 026 036 -002
28 243 240 | 004 022 002 -002 -006 000 -034 -048 025 027 -002
32 221 273 | 004 024 000 -002 -006 000 -023 -036 021 031 -001
36 211 284 | 004 024 -001 -001 -006 000 -018 -029 017 028 -0.01

E = exchangerate, local currency per $.
EX =real level of exports.

IM = red level of imports.

PM = import price deflator.

P X = export price index.

PY = GDP price deflator.

7 = percentage changein PY.

RS = three-month interest rate.

S$* = current account as a percent of nominal GDP.
UR = unemployment rate.

Y = real GDP.

Qualitative Discussion

Before discussing the numbers, it will be useful to review qualitatively what is
likely to happen in the model in response to the decrease in the German interest
rate.> Consider first the effects of an interest rate decrease in a particular country.
A decrease in the short-term rate in a country leads to a decrease in the long-term
rate through the term structure equation. A decrease in the short-term rate also
leads to a depreciation of the country’s currency (assuming that the interest rate
decrease is relative to other countries’ interest rates). The interest rate decreases
lead to anincreasein consumption and investment. The depreciation of the currency
leadsto anincreasein exports. The effect on exports works through the trade-share
equations. The dollar price of the country’s exports that feeds into the trade-share
equations is lower because of the depreciation, and this increases the share of the
other countries’ total imports imported from the particular country. The effect on
aggregate demand in the country from theinterest rate decreaseisthus positive from
the increase in consumption, investment, and exports.

There are two main effects on imports, one positive and one negative. The
positive effect is that consumption and investment are higher, some of which is

21t may also be useful to review the qualitative discussion in Section 2.3 regarding the effects of a
depreciation and an interest rate decrease in the MC model. Some of the discussion here repeats this
earlier discussion.
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imported. The negative effect is that the price of imports in higher because of the
depreciation, which has a negative effect on the demand for imports. The net effect
on imports can thus go either way.

Thereisalso apositiveeffect oninflation. Asjust noted, thedepreciationleadsto
anincreasein the price of imports. Thisin turn has apositive effect on the domestic
price level through the price equation. In addition, if aggregate demand increases,
this increases demand pressure, which has a positive effect on the domestic price
level.

Therearemany other effectsthat follow from these, including effectsback onthe
short-term interest rate itself through the interest rate rule, but these are typically
second order in nature, especially in the short run. The main effects are as just
described.

The decrease in the German interest rate should thus stimulate the German
economy, depreciate the DM, and lead to a rise in the German price level. How
much the pricelevel rises depends, among other things, on the size of the coefficient
estimate of the demand pressure variable in the German price equation. The size of
the price level increase aso depends on how much the DM depreciates and on the
size of the coefficient estimate of the import price variable in the price equation.

For those European countries whose interest rate rules include the German
interest rate as an explanatory variable, the fall in the German rate will lead to a
direct fall intheir interest rates. In addition, the depreciation of the DM (relativeto
the dollar) will lead to a depreciation of the other European countries' currencies
(relative to the dollar) because they arefairly closely tied to the DM in the short run
through the exchange rate equations.

The Results

Turn now to theresultsin Table 8.1. By the end of the nine-year period the German
exchangeraterelativetothedollar, E, depreciated 4.80 percent, thepricelevel, PY,
was 4.16 percent higher, theinflation rate, r, was .61 percentage points higher, and
the unemployment rate, U R, was 1.20 percentage points lower—all compared to
the base case (the actual values). (Anincreasein E for acountry is adepreciation
of the country’s currency relative to the dollar.) The current account as a percent
of GDP, §*, was .11 percentage points lower: German imports, I M, rose more
than German exports, E X, while the increases in German import prices, PM, and
German export prices, P X, were similar.

Theinterestrate, RS, for Francefell because French monetary policy isdirectly
affected by German monetary policy. (The German interest rate is an explanatory
variable in the French interest rate rule.) By the end of the period the French
exchange rate had depreciated 2.58 percent, the price level was 1.31 percent higher,
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theinflation rate was .10 percentage points higher, and the unemployment rate was
.74 percentage points lower. Note that although both the DM and the French franc
depreciated relative to the dollar (4.80 and 2.58 percent, respectively), the franc
depreciated less and thus appreciated relative to the DM. This is because of the
smaller rise in the domestic price level in France than in Germany.

The Italian lirais closely tied to the DM in the model, and the lira depreciated
almost as much as the DM. This led to arise in the Italian price level, which led
the Italian monetary authorities to raise the interest rate. This offset much of the
stimulus from the depreciation. By the end of the period the price level was 1.83
percent higher, theinfl ation rate .24 percentage points higher, and the unemployment
rate .35 percentage points lower.

For the United Kingdom the pound depreciated relative to the dollar, but by
much less than did the DM. The pound thus appreciated relative to the DM (and
other European currencies), and this appreciation was large enough to lead to a
slight decreasein the overall U.K. import price deflator for some of the period. This
in turn had a slight negative effect on the U.K. domestic price level for some of the
period. The effects on the U.K. real variables were modest.

The main effect on the United States was afal in the price of imports, caused
by the appreciation of the dollar relative to the European currencies. This led to
adight fall in the U.S. domestic price level. U.S. imports increased because the
price of imports fell relative to the domestic price level and because output was
dightly higher. and to anincreasein U.S. imports. The effect on U.S. output was
small. Similarly, the Japanese price of importsfell, and therewasadight fall in the
Japanese domestic price level. Japanese imports also increased sightly.

8.3 Conclusion

Table 8.2 summarizes some of theresultsfrom Table 8.1. Going out 36 quarters, the
cost for Germany of a 1.20 percentage point fall in the unemployment rateisa4.16
percent rise in the price level. At the end of the period inflation is still higher than
the base rate by 0.61 percentage points. For France the fall in the unemployment
rateis0.74 percentage points and theriseininflation is 0.10 percentage points. The
corresponding numbersfor Italy are 0.35 and 0.24, and the corresponding numbers
for the United Kingdom are 0.16 and 0.22. Whether these costs are considered
worth incurring depends, of course, on one’'swelfare function. Given the estimated
costsin Table 8.2, some would surely argue that the Bundesbank should have been
more expansionary in the 1980s.

The accuracy of the present results depends, of course, on the accuracy of the
price and wage equations in the MC model. The resultsin Chapter 4 support the



8.3. CONCLUSION 129

Table 8.2
Changes from the Base Values
after 36 Quarters

Price Inflation Unempl.

Level Rate Rate Output
GE 4.16 .61 -1.20 1.03
FR 131 10 -74 .79
IT 1.83 24 -.35 .30
UK .56 22 -.16 A7

MC equations dynamics over the NAIRU dynamics, which thus provides some
support for the present results. Remember that the present results are not governed
by the NAIRU dynamics. It is not the case that an experiment like this will result
in accelerating price levels, so there are no horrible events lurking beyond the 36-
quarter horizon of the present experiment.

Finally, remember that the MC estimates of the price and wage equations do
not pin down the point at which the relationship between the price level and unem-
ployment becomes nonlinear. As noted at the end of Section 8.1, thisis not likely
to be a problem for the experiment in this chapter because it is over a period in
which unemployment was generally quite high. 1t would not be sensible, however,
to, say, triple the size of the German interest rate decrease and examine the inflation
consequences.
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Chapter 9

Stochastic Simulation and
Bootstrapping

9.1 Stochastic Simulatiof

So far in this book solutions have al been deterministic: the error terms have been
set to fixed values and the model solved once. The useof fixed error termsisrelaxed
beginning with this chapter.

Stochastic simulation hasalong history in macroeconomics. The seminal paper
in this areais Adelman and Adelman (1959), which introduced the idea of drawing
errors to analyze the properties of econometric models. In the present context
stochastic simulation is as follows.

The model considered ismodel 1.1 in Section 1.4, which is repeated here:

f‘l’(ylvylflv""ytfp,-xtaai)=uita i=17"'9n’ t=17'--,Ta (11)

where the first m equations are stochastic. Assume that the vector of error terms,
u, = Uy, ..., uy,) , isdistributed as multivariate normal N (0, ), where T isan
m X m covariance matrix.2 Given consistent estimates of «;, denoted &;, consistent
estimates of u;,, denoted i;,, can be computed as f; (v, yi—1, - - - Yi—p, X, &;). The
covariance matrix X can then be estimated as (1/ T)UU’, where U isthem x T
matrix of the values of #;;.

Let u} denote a particular draw of the m error terms for period ¢ from the
N (O, %) distribution. Given u; and given &; for all i, one can solve the model for

IThe results in this chapter are the same as those in Fair (2003b).
2Although normality is usually assumed in the literature, other assumptions are possible. Alter-
native assumptions simply change the way the error terms are drawn.
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period ¢. Thisis merely adeterministic simulation for the given values of the error
terms and coefficients. Call this simulation a “repetition.” Another repetition can
be made by drawing anew set of values of «; and solving again. This can be done
as many times as desired. From each repetition one obtains a prediction of each
endogenous variable. Let y{t denote the value on the jth repetition of variablei for
period . For J repetitions, the stochastic simulation estimate of the expected value
of variablei for period ¢, denoted ji;;, is

14
Hir = 7 Zyl-j,- (9.1)
j=1
Let _ _
op) = (v}, — ftin)?. 92)

The stochastic simulation estimate of the variance of variablei for period ¢, denoted
62, isthen®
J

ﬁ=%2ﬁf (9.3)
j=1

In many applications oneisinterested in predicted values more than one period
ahead, i.e., in predicted values from dynamic simulations. The above discussion
can be easily modified to incorporate this case. One simply draws values for u,
for each period of the simulation. Each repetition is one dynamic simulation over
the period of interest. For, say, an eight quarter period, each repetition yields eight
predicted values, one per quarter, for each endogenous variable.

Itisalso possible to draw coefficients for the repetitions. Let @ denote, say, the
2SL S estimate of all the coefficients in the model, and let V denote the estimate of
the k x k covariance matrix of &. Given V and given the normality assumption, an
estimate of the distribution of the coefficient estimates is N (&, V). When coeffi-
cients are drawn, each repetition consists of a draw of the coefficient vector from
N(&, V) and draws of the error terms as above.

Early stochastic simulation that treated coefficient estimates as fixed include
Nagar (1969), Evans, Klein, and Saito (1972), Fromm, Klein, and Schink (1972),

3Given the data from the repetitions, it is also possible to compute the variances of the stochastic
simulation estimates and thus to examine the precision of the estimates. The variance of fi;, issimply
&2/J. Thevariance of 62, denoted var (52), is

1\2 2j
var(&izt) = (7> Z(Git] - ~i2t)2'
j=1
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Green, Leibenberg, and Hirsch (1972), Cooper and Fischer (1972), Sowey (1973),
Cooper (1974), Garbade (1975), Bianchi, Calzolari, and Corsi (1976), and Calzo-
lari and Corsi (1977). Studies that drew both error terms and coefficients include
Schink (1971), Haitovsky and Wallace (1972), Cooper and Fischer (1974), Muench,
Rolnick, Wallace, and Weiler (1974), Schink (1974), and Fair (19804).

It isalso possible to draw errors from estimated residual s rather than from esti-
mated distributions, although thishasrarely been done. Inatheoretical paper Brown
and Mariano (1984) anayzed the procedure of drawing errors from the residuals
for a static nonlinear econometric model with fixed coefficient estimates. For the
stochastic simulation resultsin Fair (1998) errors were drawn from estimated resid-
ual s for adynamic, nonlinear, simultaneous equations model with fixed coefficient
estimates, and this may have been the first time this approach was used for such
models. An advantage of drawing from estimated residuals is that no assumption
has to be made about the distribution of the error terms.

9.2 Bootstrapping

The bootstrap was introduced in statistics in 1979 by Efron (1979).4 Although
the bootstrap procedure is obviously related to stochastic simulation, the literature
that followed Efron’s paper stressed the use of the bootstrap for estimation and the
evaluation of estimators, not for evaluating models' properties. While there is by
now alarge literature on the use of the bootstrap in economics (aswell as statistics),
most of it has focused on small time series models. Good recent reviews are Li
and Maddala (1996), Horowitz (1997), Berkowitz and Kilian (2000), and Hérdle,
Horowitz, and Kreiss (2001).

The main purpose of this chapter is to integrate for model 1.1 (i.e., adynamic,
nonlinear, simultaneous equations model) the bootstrap approach to evaluating es-
timators and the stochastic simulation approach to evaluating models’ properties.
The procedure in Section 9.4 for treating coefficient uncertainty has not been used
before for these kinds of models. This chapter also contains estimates of the gain
in coverage accuracy from using bootstrap confidence intervals over asymptotic
intervalsfor the USmodel. 1t will be seen that thegainisfairly large for thismodel.

The paper closest to the present work is Freedman (1984), who considered
the bootstrapping of the 2SL S estimator in a dynamic, linear, simultaneous equa
tions model. Runkle (1987) used the bootstrap to examine impulse response func-
tions in VAR models, and Kilian (1998) extended this work to correct for bias.
There is also work on bootstrapping GMM estimators (see, for example, Hall and

4See Hall (1992) for the history of resampling ideas in statistics prior to Efron’s paper.
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Horowitz (1996)), but this work is of limited relevance here because it does not
assume knowledge of a complete model.

In his review of bootstrapping MacKinnon (2002) analyzes an example of a
linear simultaneous equations model consisting of one structural equation and one
reduced form equation. Hepointsout (p. 14) that “ Bootstrapping even one equation
of asimultaneous equations model isagood deal more complicated that bootstrap-
ping an equation in which all the explanatory variables are exogenous or prede-
termined. The problem is that the bootstrap DGP must provide a way to generate
all of the endogenous variables, not just one of them.” In this chapter the process
generating the endogenous variables is the complete model 1.1.

This chapter does not provide the theoretical restrictions on model 1.1 that are
needed for the bootstrap procedure to be valid. Assumptions beyond iid errors and
the existence of a consistent estimator are needed, but these have not been worked
out in the literature for the model considered here. This chapter simply assumes
that the model meets whatever restrictions are sufficient for the bootstrap procedure
to be valid. Its contribution isto apply the procedure to model 1.1 and to estimate
the gain in coverage accuracy assuming the procedureisvalid. It remainsto be seen
what restrictions are needed beyond iid errors and a consistent estimator. As will
be seen, however, it is the case that the bootstrap works well regarding coverage
accuracy when the US model is taken to be the truth. Given this, it seems likely
that the US model falls within the required conditions for validity.

Section 9.3 discusses the use of the bootstrap to evaluate coefficient estimates,
and it uses the US model to estimate coverage accuracy. Section 9.4 discusses the
use of the bootstrap to analyze models' properties, and Section 9.5 discusses bias
correction. The bootstrap procedure is applied in Section 9.6 to the US model.

9.3 Distribution of the Coefficient Estimates

9.3.1 Initial Estimation

Let o denote the vector of all the unknown coefficients in the moddl, « =
(a7, ...,a,), and let u denote the vector of errors for al the available periods,
u=(uy,...,uy), whereu, isdefined in Section 9.1. It is assumed that a consis-
tent estimate of « is available, denoted @. This could be, for example, the 2SLS or
3SLSestimate of «. Given thisestimate and the actual data, # can be estimated. Let
i denote the estimate of u after the residuals have been centered at zero.®> Statis-

SFreedman (1981) has shown that the bootstrap can fail for an equation with no constant termif the
residuals are not centered at zero. For all the results reported in this chapter centering has been done.
Frommodel 1.1, it;;, an element of i, is f; (v¢, yr—1, ..., Yi—ps Xz, @;) except for the adjustment that
centers the residual s at zero.
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tics of interest can be analyzed using the bootstrap procedure. These can include
t-statistics of the coefficient estimates and possible x 2 statisticsfor various hypothe-
ses. For the resultsin Section 9.6 the AP test statistic is examined. 7 will be used
to denote the vector of estimated statistics of interest.

9.3.2 The Bootstrap Procedure
The bootstrap procedure for evaluating estimators for model 1.1is:

1. For agiventria j, draw ufj from u with replacementforr = 1,...,T. Use
these errors and & to solve the model dynamically fort = 1,..., 7.6 Treat
the solution values as actual valuesand estimate « by the consistent estimator
(2SLS, 3SLS, or whatever). Let @*/ denote this estimate. Compute also the
test statistics of interest, and let t*/ denote the vector of these values.

2. Repeat step1forj=1,...,J.

Step 2 gives J estimates of each element of &*/ and */. Using these values,
confidence intervals for the coefficient estimates can be computed (see below).
Also, for the originally estimated value of any test statistic, one can seewhereit lies
on the distribution of the J values.

Note that each trial generates a new data set. Each data set is generated using
the same coefficient vector (&), but in general the data set has different errorsfor a
period from those that existed historically. Note also that since the drawing is with
replacement, the same error vector may be drawn more than once in a given trial,
while others may not be drawn at al. All data sets are conditional on the actual
values of the endogenous variables prior to period 1 and on the actual values of the
exogenous variables for al periods.

9.3.3 Estimating Coverage Accuracy

Threeconfidenceintervalsareempirically examined here.” Let 8 denoteaparticular
coefficientine. Let 8 denotethe base estimate (2SL'S, 3SLS, or whatever) of 8, and
let & denoteits estimated asymptotic standard error. Let 3*/ denote the estimate of
B onthe jthtrial, and let 6*/ denote the estimated asymptotic standard error of */.
Let r*/ equal the t-statistic (8*/ — B)/6*/. Assume that the J values of r*/ have
been ranked, and let ¢* denote the value below which r percent of the values of ¢*/

6Thisisjust astandard dynamic simulation, where instead of using zero values for the error terms
the drawn values are used.

"SeeLi and Maddala (1996), pp. 118-121, for areview of the number of ways confidenceintervals
can be computed using the bootstrap. See also Hall (1988).
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lie. Finally, let |¢*/| denote the absolute value of t*/. Assume that the J values of
|#*/] have been ranked, and let |#*|, denote the value below which r percent of the
valuesof |¢*/| lie. Thefirst confidenceinterval issimply 8 +1.965, whichisthe 95
percent confidence interval from the asymptotic normal distribution. The second is
(B — t%56, B — 11,56), which is the equal-tailed percentile-t interval. Thethird is
B =+ |*| 506 , Which is the symmetric percentile-t interval.

The following Monte Carlo procedure is used to examine the accuracy of the
threeintervals. This procedure assumethat the data generating processismodel 1.1
with true coefficients &.

a. For agivenrepetition k, draw u;f*" from i withreplacementforr =1, ..., T.
Usetheseerrorsand & to solvethemodel dynamicallyfors = 1,..., T. Treat
the solution values as actual values and estimate « by the consistent estimator
(2SLS, 3SLS, or whatever). Let a** denote this estimate. Use this estimate
and the solution valuesfrom the dynamic simulation to compute theresiduals,
u, and center them at zero. Let 2*** denotethe estimate of u after theresiduals
have been centered at zero.®

b. Performsteps1and2in Section9.3.2, wherei*** replacesi and &*** replaces
a. Computefromthese J tria sthethree confidenceinterval sdiscussed above,
where 8** replaces 8 and 6 *** replaces 5. Record for each interval whether
or not A isoutside of the interval.

C. Repeat stepsaandbfork=1,..., K.

After completion of the K repetitions, one can compute for each coefficient and
each interval the percent of the repetitions that 8 was outside the interval. For, say,
a 95 percent confidence interval, the difference between the computed percent and
5 percent is the error in coverage probability.

This procedure was used on the US model to examine coverage accuracy. For
al the work in this chapter equation 9, the demand for money equation explaining
M H , has been dropped from the model and M H has been taken to be exogenous.
As noted in Chapter 2, the sum of the four autoregressive coefficients in equation 9
isclose to one. If the equation is retained, some of the estimates for the bootstrap
calculations have a sum greater than one, and this can lead to solution problems.
Remember that thisis not an important equation in the model.

For the work in this section both J and K were taken to be 350, for a total
of 122,500 times the model was estimated (by 2SLS). There were 847 solution

8From model 1.1, a%*, an element of a**k, is f; (yj*k, vk, L ik xe, @) except for

the adjustment that centers the residuals at zero, where yt*j";l is the solution value of y;_; from the
dynamic simulation (h =0, 1, ..., D).
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failures out of the 122,500 trials, and these failures were skipped. The job took
about 40 hours on a 1.7 Ghz PC, about one second per estimation. The results are
summarized in Table 9.1. Rejection rates are presented for 12 of the coefficientsin
the model. The average for the 12 coefficients is presented as well as the average
for al 164 coefficientsin the model. The standard deviation for the 164 coefficients
is also presented.

The average rejection rate over the 164 coefficients is .085 for the asymptotic
interval, which compares to .063 and .056 for the two bootstrap intervals. The
asymptotic distribution thus rejects too often, and the bootstrap distributions are
fairly accurate. Although not shownin Table 9.1, theresultsaresimilar if 90 percent
confidence intervals are used. In this case the asymptotic rejection rate averaged
across the 164 coefficientsis .145 (standard deviation of .055). The corresponding
valuesfor the two bootstrap intervals are .113 (standard deviation of .030) and .107
(standard deviation of .029). As noted in Section 9.1, given the good bootstrap
results it seems likely that the US model falls within the required conditions for
vaidity of the bootstrap.

It is interesting to note that although the bootstrap intervals outperform the
asymptotic intervals, the asymptotic results are not terrible. One rejects too often
using the asymptoatic intervals, but the use of the asymptotic intervals does not seem
likely to be highly misleading in practice.

9.4 Analysis of Models’ Properties

Thebootstrap procedureisextendedinthissectionto eval uating propertiesof models
likemodel 1.1. Theerrorsaredrawn from the estimated residuals, whichiscontrary
to what has been done in the previous literature except for Fair (1998). Also, asin
Section 9.3.2, the coefficients are estimated on each trial. In the previous literature
the coefficient estimates either have been taken to be fixed or have been drawn from
estimated distributions.

When examining the properties of models, oneis usually interested in a period
smaller than the estimation period. Assume that the period of interest is s through
S,wheres > 1and S < T. The bootstrap procedure for analyzing propertiesis:
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Table 9.1
Estimated Coverage Accuracy
for the US Model

Percent of Rejections using
95 Percent Confidence Intervals
a b c

Equation 1: Consumption of services (CS)

ldv 140 .066 .066

income 100 .049 .057
Equation 2: Consumption of nondurables (CN)

ldv 123 .066 .066

income 126 .063 .043
Equation 3: Consumption of durables (C D)

ldv 143 051 .066

income 131 .086 .071
Equation 10: Price deflator for the firm sector (P F)

ldv .074 057 .049

import pricedeflator .069 .040 .040
unemployment rate .043 .037 .040
Equation 30: Three-month Treasury bill rate (RS)

ldv .074 .080 .066
inflation .089 .077 .069
unemploymentrate .051 .057 .051
Average (12) .097 .061 .057
Average (164) .085 .063 .056
SD (164) .045 022 .020

a: Asymptotic confidence interval.

b: Bootstrap equal-tailed percentile-t interval.

c¢: Bootstrap symmetric percentile-t interval.

o Average (12) = Average for the 12 coefficients.

o Average (164) = Average for all 164 coefficients.

o SD (164) = Standard deviationfor all 164 coefficients.
e |dv: lagged dependent variable.

1. For agiven tria j, draw u;"j from i with replacement fort = 1,...,T.
Use these errors and & to solve model 1.1 dynamicaly fort = 1,...,T.
Treat the solution values as actual values and estimate « by the consistent
estimator (2SLS, 3SLS, or whatever). Let &*/ denote this estimate. Discard
the solution values; they are not used again.

2. Draw u;’/ from i with replacement for 7 = s, ..., 5.° Use these errors and
&*/ to solve model 1.1 dynamically for ¢+ = s, ..., S. Record the solution

91f desired, these errors can be the same errors drawn in step 1 for the s through S period. With
a large enough number of trials, whether one does this or instead draws new errors makes atrivial
difference. It is assumed here that new errors are drawn.
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value of each endogenous variable for each period. This simulation and the
next one use the actual (historical) values of the variables prior to period s,
not the values used in computing &*/.

3. Multiplier experiments can be performed. The solution from step 2 is the
base path. For amultiplier experiment one or more exogenous variables are
changed and the model is solved again. The difference between the second
solution value and the base value for a given endogenous variable and period
isthe model’s estimated effect of the change. Record these differences.

4. Repeat steps 1,2, and3for j =1,...,J.

5. Step 4 gives J values of each endogenous variable for each period. It also
gives J values of each difference for each period if a multiplier experiment
has been performed.

A distribution of J predicted values of each endogenousvariablefor each period
is now available to examine. One can compute, for example, various measures of
dispersion, which are estimates of the accuracy of the model. Probabilities of
specific events happening can also be computed. If, say, one is interested in the
event of two or more consecutive periods of negative growth in real output in the
s through S period, one can compute the number of times this happened in the J
trials. If amultiplier experiment has been performed, adistribution of J differences
for each endogenous variable for each period is also available to examine. This
allows the uncertainty of policy effectsin the model to be examined.°

If the coefficient estimates are taken to be fixed, then step 1 above is skipped.
The same coefficient vector (&) is used for al the solutions. Although in much of
the stochastic simul ation literature coefficient estimates have been taken to befixed,
thisisnot in the spirit of the bootstrap literature. From abootstrapping perspective,
the obvious procedure to follow after the errors have been drawnisto first estimate
the model and then examineits properties, which iswhat the above procedure does.
For estimating event probabilities, however, one may want to take the coefficient
estimates to be fixed. In this case step 1 above is skipped. If step 1 is skipped,
the question being asked is. conditional on the model, including the coefficient
estimates, what is the probability of the particular event occurring?

10The use of stochastic simulation to estimate event probabilitieswasfirst discussed in Fair (1993a),
where the coefficient estimates were taken to be fixed and errorswere drawn from estimated distribu-
tions. Estimating the uncertainty of multiplier or policy effectsin nonlinear modelswasfirst discussed
in Fair (1980b), where both errors and coefficients were drawn from estimated distributions.
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9.5 Bias Correction

Since 2SLS and 3SLS estimates are biased, it may be useful to use the bootstrap
procedure to correct for bias. This is especially true for estimates of lagged de-
pendent variable coefficients. It has been known since the work of Orcutt (1948)
and Hurwicz (1950) that least squares estimates of these coefficients are biased
downwards even when there are no right hand side endogenous variables.

In the present context a bias-correction procedure using the bootstrap is as
follows.

1. From step 2 in Section 9.3.2 there are J values of each coefficient available.
Compute the mean value for each coefficient, and let @ denote the vector of
themeanvalues. Let y = @ — &, the estimated bias. Compute the coefficient
vector @ — y and use the coefficientsin thisvector to adjust the constant term
in each equation so that the mean of the error terms is zero. Let @ denote
a — y except for the constant terms, which are as adjusted. & is then taken
to be the unbiased estimate of «. Let & denote the vector of estimated biases:
0=a—a.

2. Using @ and the actual data, compute the errors. Denote the error vector as
u. (u iscentered at zero because of the constant term adjustment in step 1.)

3. The steps in Section 9.4 can now be performed where & replaces @ and i
replaces . Theonly differenceisthat after the coefficient vector is estimated
by 2SLS, 3SLS, or whatever, it has 6 subtracted from it to correct for bias.
In other words, subtract 6 from &*/ on each trial .11

The example in Section 9.6 examines the sensitivity of some of the results to the
bias correction.

9.6 An Example Using the US Model

In this section the overall bootstrap procedure is applied to the US model, where
the estimation period is 1954.:1-2002:3 and the estimation method is 2SL S.
The calculations were run in one large batch job. The main steps were:

110ne could for each trial do a bootstrap to estimate the bias—a bootstrap within a bootstrap. The
base coefficients would be @*/ and the base data would be the generated data on trial j. Thisis
expensive, and an approximation is simply to use 6 on each trial. This is the procedure used by
Kilian (1998) in estimating confidence intervals for impulse responsesin VAR models. Kilian (1998)
also does, when necessary, a stationary correction to the bias correction to avoid pushing stationary
impul se response estimatesinto the nonstationary region. Thistype of adjustment isnot pursued here.
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1. Estimate the 29 equations™ by 2SLS for 1954:1-2002:3. Compute standard
errorsof the coefficient estimates, and perform the Andrews-Ploberger (1994)
(AP) test on selected equations. Using the 2SL S estimates and zero valuesfor
the errors, solvethe model dynamically for 2000:4-2002:3 (thelast 8 quarters
of the overall period) and perform a multiplier experiment for this period.
Using the actual data and the 2SL S estimates, compute the 29-dimensional
error vectors for 1954:1-2002:3 (195 vectors).

2. Do the following 2000 times: 1) draw with replacement 195 error vectors
from the residual vectors for 1954:1-2002:3, 2) using the drawn errors and
the 2SL S estimates from step 1, solve the model dynamically for 1954:1—
2002:3 to get new data, 3) using the new data, estimate the model by 2SL S,
compute t-statistics for the coefficient estimates, and perform the AP tests,
4) reset the data prior to 2000:4 to the actual data, 5) draw with replacement
8 error vectors from the residual vectors for 2000:4-2002:3, 6) using the
new 2SL S estimates and the drawn errors, solve the model dynamically for
2000:4-2002:3 and perform the multiplier experiment for this period.

3. Step 2 gives for each equation 2000 values of each coefficient estimate, t-
statistic, and AP statistic. It aso gives 2000 predicted val ues of each endoge-
nousvariablefor each quarter within 2000:4—2002: 3 and 2000 differencesfor
each endogenous variable and each quarter from the multiplier experiment.
These values can be analyzed as desired. Some examples are given below.
Steps 4-6 that follow are the bias-correction calculations.

4. Fromthe 2000 valuesfor each coefficient, computethe mean and then subtract
the mean from twice the 2SL S coefficient estimate from step 1. Use these
valuesto adjust the constant term in each equation so that the mean of theerror
termsiszero. Using these coefficients(including the adjusted constant terms),
record the differences between the 2SL S coefficient estimates from step 1
and these coefficients. Call the vector of these values the “bias-correction
vector.” Using the new coefficients and zero values for the errors, solve the
model dynamically for 2000:4—2002:3 and perform the multiplier experiment
for this period. Using the actual data and the new coefficients, compute the
29-dimensional error vectors for 1954.:1-2002:3 (195 vectors).

5. Dothefollowing2000times: 1) draw withreplacement 195 error vectorsfrom
theresidual vectorsfrom step 4 for 1954:1-2002:3, 2) using the drawn errors

12Remember from Section 9.3 that equation 9 is dropped from the model for the work in this
chapter.
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and the coefficients from step 4, solve the model dynamically for 1954:1—
2002:3 to get new data, 3) using the new data, estimate the model by 2SL.S
and adjust the estimates for bias using the bias-correction vector from step 4,
4) reset the data prior to 2000:4 to the actual data, 5) draw with replacement
8 error vectors from the residual vectors from step 4 for 2000:4-2002:3,
6) using the new coefficient estimates and the drawn errors, solve the model
dynamically for 2000:4-2002:3 and perform the multiplier experiment for
this period.

6. Step 5 gives 2000 predicted values of each endogenousvariablefor each quar-
ter within 2000:4—2002:3 and 2000 differencesfor each endogenous variable
and each quarter from the multiplier experiment.

The same seguence of random numbers was used for the regular calculations
(steps 1-3) aswas used for the bias-correction cal culations (steps 4-6). Thislessens
stochastic simulation error in comparisons between the two sets of results. If the
model failed to solve for a given trial (either for the 1954:1-2002:3 period or the
2000:4-2002:3 period), the trial was skipped. No failures occurred for the regular
calculations, but there were 5 failures out of the 2000 trials for the bias-correction
calculations. Each trial takes about one second on a 1.7 GHz PC using the Fair-
Parke (1995) program.

Table 9.2 presents some resultsfrom step 2 for the coefficient estimates. Results
for 12 coefficients from 5 equations are presented. The 5 equations are the three
consumption equations 1-3, the price equation 5, and the interest rate rule 30. The
coefficients are for the lagged dependent variable in each equation, incomein each
consumption equation, the price of imports and the unemployment rate in the price
eguation, and inflation and the unemployment rate in the interest rate rule. These
are some of the main coefficients in the model. The first three columns show the
2SL S estimate, the mean from the 2000 trials, and theratio of thetwo. Asexpected,
the mean is smaller than the 2SL S estimate for al the lagged dependent variable
coefficients: the 2SL S estimates of these coefficients are biased downwards. The
smallest ratio is 0.966, a bias of 3.4 percent.

Column 4 gives the asymptotic confidence intervals; column 5 gives the confi-
dence intervals using the equal-tailed percentile-t interval; and column 6 gives the
symmetric percentile-t interval using the absolute values of the t-statistics. These
columns show that the asymptotic intervals tend to be narrower than the bootstrap
intervals. In 19 of the 24 casestheleft valuefor the asymptoticinterval islarger than
the left value for the bootstrap interval, and in 19 of the 24 casesthe right value for
theasymptoticinterval issmaller than theright valuefor the bootstrap interval. The
asymptotic intervals will thus tend to reject more often than the bootstrap intervals.
It was seen in Section 9.3.3 that the asymptotic interval rejects too often.
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Table 9.2
Confidence Intervals for Selected Coefficients

@ @ ©) (4) ©) (6)

B B /(1) a b c
Equation 1: Consumption of services (CS)
Idv 07873 0.7609 0966 07215 0.7449 0.7031

0.8531 08827 08716
income 01058 0.1163 1.099 0.0613 0.0458  0.0516
0.1504 0.1415 0.1601
Equation 2: Consumption of nondurables (CN)
ldv 07823 07565 0.967 0.7219 0.7442  0.7026
0.8427 0.8718 0.8621
income 00973 01134 1165 0.0575 0.0393  0.0461
0.1372  0.1241  0.1486
Equation 3: Consumption of durables (C D)
ldv 03294 03720 1129 0.2226 01755 0.1913
04362 03979 04675
income 01077 01218 1131 0.0701 0.0532  0.0591
01453 01291 0.1564
Equation 10: Price deflator for the firm sector (P F)

ldv 08806 0.8715 0990 0.8487 0.8580 0.8426
09125 09246  0.9186
PIM 0.0480 0.0477 0994 0.0440 0.0442 0.0438
0.0520 0.0525  0.0522
UR -0.1780 -0.1787 1.004 -0.2238 -0.2239 -0.2266

-0.1322  -0.1280 -0.1293
Equation 30: Three-month Treasury bill rate (RS)
ldv 09092 09026 0.993 0.8834 0.8870 0.8812
09349 09398 09371
inflation 0.0803 00848 1.057 0.0549 0.0520 0.0538
0.1056  0.1023  0.1067
100-UR -0.1128 -0.1123 0995 -0.1699 -0.1716 -0.1713
-0.0558 -0.0545 -0.0543

a: 'ié —1.966 b: é — %756 ¢ é — |t*] o506
B+ 1.966 B— t.*OZS& B+ |t*| 9500

e B = 2SLSestimate; 6 = estimated asymptotic standard error of 3.

e B =mean of the values of */ , where 8*/ isthe estimate of g
on the jthtrial.

e 1 = value below which r percent of the values of t*J lie,
wheret*/ = (B*) — B)/6*,
where 6*/ isthe estimated asymptotic standard error of g*/ .

e |1*|, = value below which r percent of the values of |¢*/] lie.

e |dv: lagged dependent variable.

e PIM = priceof imports, U R = unemployment rate.
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Table 9.3 presents results for the AP test for five equations: the three consump-
tion equations, the residential investment equation, and the price equation.* The
overall sample period is 1954:1-2002:3, and the period for a possible break was
taken to be 1970:1-1979:4. These are the same periods as were used in Chapter 2
for the results in Table A.4 in Appendix A. Table 9.3 gives for each equation the
computed AP value, the bootstrap confidence val ues, and the asymptotic confidence
values. The asymptotic confidence values are taken from Table 1 in Andrews and
Ploberger (1994). The value of A in the AP notation for the present resultsis 2.29.
Thebootstrap confidence val uesfor an equation are computed using the 2000 val ues
of the AP statistic. The 5 percent value, for example, is the value above which 100
of the AP valueslie.

There is a clear pattern in Table 9.3, which is that the asymptotic confidence
values are too low. They lead to regjection of the null hypothesis of stability too
often. Relying on the asymptotic valuesfor the AP test thus appearsto be too harsh.

Table 9.4 presents results for the simulations for 2000:4-2002:3. Results for
four variables are presented: the log of real GDP, the log of the GDP price deflator,
the unemployment rate, and the three-month Treasury bill rate. Four sets of results
are presented: with and without coefficient uncertainty and with and without bias
correction.’* Consider thefirst set of results (upper left corner) in Table9.4. Thefirst
column gives the deterministic prediction (based on setting the error terms to zero
and solving once), and the second gives the median value of the 2000 predictions.
These two values are close to each other, which means there is little bias in the
deterministic prediction. Thethird column givesthe difference between the median
predicted value and the predicted value below which 15.87 percent of the values
lie, and the fourth column gives the difference between the predicted value above
which 15.87 percent of thevalueslieand themedian value. For anormal distribution
these two differences are the same and equal one standard error. Computing these
differences is one possible way of measuring predictive uncertainty in the model.
The same differences are presented for the other three sets of resultsin Table 9.4.

13The test was not performed for the interest rate rule because the equation is already estimated
under the assumption of a changein Fed behavior in the 1979:4-1982:3 period.

14T he results without coefficient uncertainty were obtained in a separate batch job. This batch job
differed from the one outlined at the beginning of this section in that in part 6) of step 2 the 2SLS
estimates from step 1 are used, not the new 2SL S estimates. Also, in part 6) of step 5 the coefficients
from step 4 are used, not the new coefficient estimates. For this job there were no solution failures
for the regular calculations and 3 failures for the bias-correction calculations.
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Table 9.3
Results for the AP Tests
Bootstrap Asymptotic
# of

Equation coefs. AP 1% 5% 10% 1% 5% 10%

1 CS 9 2118 | 1747 1384 1215 | 1116 896  7.77
2 CN 9 14.67 14.50 12.16 10.64 11.16 8.96 7.77
3 CD 9 1276 | 1648 1276 1123 | 1116 896  7.77
4 |HH 7 717 | 1325 10.62 9.35 950 731 6.28
10 PF 6 12.77 | 10.72 8.07 6.85 870 651 558

e Sample period: 1954:1-2002:3.

e Period for possible break: 1970:1-1979:4.

e Valueof 1 =2.29.

o Asymptotic values from Andrews and Ploberger (1994), Table .

e C'S = consumption of services, CN = consumption of nondurables,
C D = consumption of durables, I H H = residential investment,
P F = price deflator for the firm sector.

Three conclusions can be drawn from the results in Table 9.4. First, the left
and right differences are fairly close to each other. Second, the differences with no
coefficient uncertainty are only dightly smaller than those with coefficient uncer-
tainty, and so most of the predictive uncertainty is due to the additive errors. Third,
the bias-correction results are fairly similar to the non bias-correction ones, which
suggeststhat biasisnot amajor problem inthe model. 1n most casesthe uncertainty
estimates are larger for the bias-correction results.

Table 9.5 presents results for the multiplier experiment. The experiment was
an increase in real government purchases of goods of one percent of real GDP
for 2000:4-2002:3. The format of Table 9.5 is similar to that of Table 9.4, where
the values are multipliers™ rather than predicted values. The first column gives
the multiplier computed from deterministic simulations, and the second gives the
median value of the 2000 multipliers. Asin Table 9.3, these two values are close to
each other. Thethird column givesthedifference between the median multiplier and
the multiplier below which 15.87 percent of the values lie, and the fourth column
givesthe difference between the multiplier above which 15.87 percent of the values
lie and the median multiplier. These two columns are measures of the uncertainty
of the government spending effect in the model.

15The word ‘multiplier’ is used here to refer to the difference between the predicted value of a
variable after the policy change and the predicted value of the variable before the change. This
difference is not strictly speaking a multiplier because it is not divided by the government spending
change.
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Table 9.4
Simulation Results for 2000:4-2002:3
Var. h Y Ys |eft right Ys |eft right

No
Coefficient Uncertainty ~ Coefficient Uncertainty
No Bias Correction
7746 7.745 0.562 0569 | 7.746  0.506 0.486
7748 7746 1423 1434 | 7.748 1.248 1.240
8 7778 7.774 1719 1712 | 7.777 1445 1.522

logGDPR

FNQYI

log100- GDPD 1 4681 4681 0.275 0322 | 4681 0.277 0.291
4700 4700 0.591 0.621 | 4700 0513 0.589
4718 4.717 0.886 0931 | 4717 0.734 0.786

o« b~

100-UR 1 4146 4152 0.365 0.344 | 4167 0.363 0.369
4445 4488 0.745 0.757 | 4491 0.687 0.651
4.642 4748 0.863 0.956 | 4683 0.819 0.821

[oclm >N

RS 1 5970 5974 0545 0.538 | 5.987 0.584 0.485
4 5155 5068 1.196 1200 | 5102 1112 1.162

8 5002 4829 1428 1455 | 4969 1327 1.359

Bias Correction
logGDPR 1 7746 7746 0539 0571 | 7.746 0516 0.515
4 7750 7.750 1542 1512 | 7.750 1.283 1.366
8 7781 7.782 2020 2105 | 7.781 1.658 1.709

1 4681 4681 0270 0324 | 4681 0.281 0.303
4 469 469 0.609 0.630 | 4699 0.513 0.585
8 4718 4717 0.972 0.986 | 4.717 0.742 0.804

log100- GDPD

100-UR 1 4173 4224 0384 0.358 | 4195 0.347 0.346
4 4482 4600 0.858 0.815 | 4540 0.717 0.667
8 4602 4774 1122 1.100 | 4664 0.910 0.885

RS 1 5942 5905 0.538 0.551 | 5948 0.538 0.503
4 5162 5060 1.228 1298 | 5114 1125 1.181
8 508 4997 1628 1567 | 5077 1425 1.395

o 1 = number of quarters ahead.

e Y = predicted value from deterministic simulation.

e Y, = value below which r percent of the values of Y/ lie, where Y/ isthe
predicted value on the jth trial.

e left =Y 5 — Y 15g7, right = Y g413 — Y 5, Units are percentage points.

e GDPR =real GDP, GDP D = GDP deflator, U R = unemployment rate,
RS = three-month Treasury bill rate.
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9.7. CONCLUSION
Table 9.5
Multiplier Results for 2000:4—-2002:3
Var. hood ds left right d ds  left right
No Bias Correction Bias Correction
logGDPR 1 1010 1035 .069 .081 | 0984 0979 .065 .078
4 1571 1613 .075 .088 | 1.530 1530 .067 .078
8 1361 1394 .080 .088 | 1.325 1325 .079 .083
logl00- GDPD 1 .036 .034 .008 .009 .039 .039 .008 .008
4 .282 279 .045 .048 .284 279 .044 .046
8 .569 578 .078 .081 .558 514 .067 .075
100-UR 1 -280 -279 .037 .037 | -281 -278 .039 .035
4 -747 -753 072 063 | -742 -742 074 .061
8 -560 -587 .072 .076| -536 -546 .074 .079
RS 1 .258 261 .046 .04 .255 251 .044 .052
4 .753 759 .108 .109 .750 747 106 .105
8 .678 664 113 117 .647 650 .116 .124

e 1 = number of quarters ahead.

e Y4 = predicted value from deterministic simulation, no policy change.
e Y? = predicted value from deterministic simulation, policy change.

ed=Yb_vya

e Y% = predicted value on the jth trial, no policy change.

e Y% = predicted value on the jth trial, policy change.

ed/ =Ybi _yd

e d, = value below which r percent of the values of d/ lie.
o left =d 5 — d 1587, right = d g413 — d 5, Units are percentage points.

e GDPR =real GDP, GDP D = GDP deflator, U R = unemployment rate,

RS = three-month Treasury bill rate.

Three conclusions can be drawn from the resultsin Table 9.5. First, theleft and
right differences are fairly close to each other. Second, the differences are fairly
small relative to the size of the multipliers, and so the estimated policy uncertainty
isfairly small for agovernment spending change. Third, the bias-correction results
are similar to the non bias-correction ones, which again suggests that bias is not a
major problem in the model.

9.7 Conclusion

This chapter has outlined a bootstrapping approach to the estimation and analysis of
dynamic, nonlinear, simultaneous equations models. It draws on the bootstrapping
literature initiated by Efron (1979) and the stochastic simulation literature initiated
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by Adelman and Adelman (1959). The procedure in Section 9.4 has not been used
before for these models. The procedure is distribution free, and it allows a wide
range of questions to be considered, including estimation, prediction, and policy
analysis.

The results in Section 9.6 are suggestive of the usefulness of the bootstrapping
procedure for models like model 1.1. Computations like those in Table 9.3 can
be done for many different statistics. Computations like those in Table 9.4 can be
used to compare different models, where various measures of dispersion can be
considered. These measures account for both uncertainty from the additive error
terms and coefficient estimates, which puts models on an equal footing if they have
similar sets of exogenous variables. Computations like those in Table 9.5 can be
donefor awide variety of policy experiments. Finally, theresultsin Table 9.1 show
that the bootstrap works well for the US model regarding coverage accuracy.



Chapter 10

Optimal Control and Certainty
Equivalence

10.1 Introduction

In Section 1.7 a procedure for solving optimal control problems for models like
model 1.1 was outlined. This method is based on the assumption of certainty
equivalence (CE), which is gtrictly valid only for a linear model and a quadratic
objective function. The advantage of using CE is that if the error terms are set
to their expected values (usually zero), the computational work is simply to solve
an unconstrained nonlinear optimization problem, and there are many agorithms
available for doing this. This chapter examines in specific cases how much is lost
when using CE for nonlinear models. The model used isthe US model.

The results are quite encouraging regarding the CE assumption. They show
that little accuracy is lost using the CE assumption when solving optimal control
problems.

10.2 Analytic Results

It is difficult to find in the literature analytic comparisons of truly optimal and CE
solutions. One exampleisin Binder, Pesaran, and Samiei (2000), who examine the
finite horizon life cycle model of consumption under uncertainty. They consider
the simple case of a negative exponential utility function, a constant rate of interest,
and labor income following an arithmetic random walk. In this case it is possible
to compute both the truly optimal and CE solutions analytically.
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Using their solution code,* | computed for different horizons both the truly
optimal and certainty equivalence solutions. These computations are based on the
following values. interest rate = .04, discount factor = .98, negative exponential
utility parameter = .01, initial and terminal values of wealth = 500, initial value of
income = 200, standard deviation of random walk error = 5.

Let ¢} denote the truly optimal first-period value of consumption, and let ¢}*
denote the value computed under the assumption of certainty equivalence. For alife
cycle horizon of 12 years, ¢; was 0.30 percent below ¢;*. For 24 yearsit was 0.60
percent below; for 36 years it was 0.87 percent below, and for 48 yearsit was 1.09
percent below. Although these differences seem modest, it is not clear how much
they can be generalized, given the specialized nature of the model. This chapter
provides results in amore general framework.

10.3 Relaxing the CE Assumption

Recall from Section 1.7 that the control problem isto maximize the expected value
of W with respect to the S — s + 1 control values, subject to the model 1.1. The
equation for W is repeated here:

N
W= g, x) (10.2)

t=s

The vector of control variables is denoted z;, where z, is a subset of x;, and z is
the vector of all the control values: 7z = (zy, ..., zs). The problem under CE isto
choose z to maximize W subject to model 1.1 with the error termsfors =s, ..., S
set to zero. For each value of z avalue of W can be computed, which is al an
optimization agorithm like DFP needs.

If the model is nonlinear or the function g; is not quadratic, the computed value
of W for agiven value of z and zero error termsis not equal to the expected value.
The optimum, therefore, does not correspond to the expected value of W being
maximized other than in the linear/quadratic case.

It is possible, however, to compute the expected value of W for agiven value of
z using stochastic simulation. For agiven value of z one can compute, say, J values
of W, where each value is based on adraw of the error terms for periods s through
S. An estimate of the expected value of W is then the average of the J values.

Asinthelast chapter, let the model be 1.1, let & denote the vector of coefficient
estimates, and let u denote the vector of estimated residuals. For purposes of this
chapter & is taken to be fixed. In other words, the maximization is conditional on

1| am indebted to Michael Binder for providing me with the code.
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the model and on the coefficient estimates. The steps for maximizing the expected
value of W are asfollows:

1. Beginwith an optimization algorithm like DFP that requiresfor agiven value
of z avalue of the objective function.

2. For agiventrial j, draw u}’ from ii with replacement fort = s, ..., S. For
the given value of z from the optimization algorithm, use these errors and &
to solve model 1.1 dynamically for r = s, ..., S and compute the value of
W. Let W/ denote the computed value of W on trid ;.

3. Repeat step2for j =1,..., J.

4. Fromthe J values of W/, computethemean: W = 4 37, W/. Feed back
to the optimization algorithm W asthe value of the objective function for the
given value of z. Let the optimization algorithm then find the value of z that
minimizes W. This solution will be called the “truly optimal” solution.

This means that the model is solved J times for periods s through S for each
evaluation of the objective function (i.e., each value of W). In the CE casethereis
only one solution—the solution using zero errors.

In practice after the solution is found, z¥ would be implemented. Then after
period s passes and the values for period s are known, the whole process would be
repeated beginning in period s + 1. The main interest for comparison purposes is
thus to compare z; to the optimum value that is computed using CE, denoted say
Z¥*. Itisnot necessary to compare sol ution values beyond s because these are never
implemented.

10.4 Results Using the US Model

10.4.1 The Loss Function
Consider the loss function (W now measures |oss rather than gain)

N
W= 1Y, — Y)Y/ P+ (PF, — PF,), (10.2)

t=s

where Y is output (variable ¥ in the US model) and PF is the rate of inflation
(percentage changeat anannual rateinvariable P F intheUSmodel). Thesubscript
* denotes the actual (historical) value of the variable. Consider the case in which
the estimated residuals are added to the equations and taken to be exogenous. This
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means that when the model is solved using the actual values of the exogenous
variables, aperfect tracking solution results—the predicted values arejust the actual
values. For the rest of this chapter it will be assumed that the estimated residuals
have been added to the equations and taken to be exogenous. If in thiscase W in
equation 10.2 is minimized using CE for some given set of control variables, the
optimal z values are just the actual z values. The optimal value of W is zero, which
occurs when the control values equal the actual values.

In the non CE case steps 2 and 3 in the previous section can be used to compute
the expected value of W, where in the present setup the drawn errors are added to
the equations with the estimated residuals already added. For any given value of
z, W is, of course, not zero because Y and P F are stochastic. The optimization
algorithm can be used to find the value of z that minimizes W.

The advantage of this setup is that one can compare the CE and non CE cases
by simply comparing the “truly optimal” control value to the actual value, sincethe
actual value is the solution value in the CE case. One thus needs to compute only
the truly optimal value.

10.4.2 Results

As noted above, the US model is used for the present results. The control period
is 1994.1-1998:4, which is 20 quarters. The DFP agorithm was used, and the
number of trials, J, per function evaluation was taken to be 1000. Two experi-
ments were performed, one using C O G, federal government purchases of goods,
asthe control variable, and one using RS, the three-month Treasury hill rate, asthe
control variable. The estimated residuals from which the draws were made were
computed using coefficient estimates obtained for the 1954:1-2002:3 period (195
observations). There were thus 195 vectors of estimated residuals to draw from.

For the first experiment the optimal value of COG for the first quarter was
59.1879, which compares to the actual value of 59.1500. This difference of 0.06
percent is quite small, and so the truly optimal solution is quite close to the CE
solution. (Remember that the actual value is the optimal value under CE.) The
results for the second experiment were similar. The optimal value of RS for the
first quarter was 3.2681, which compares to the actual value of 3.2500. These
results thus suggest that there islittle loss from using CE for modelslike 1.1. This
is, of course, encouraging regarding computer time. Each experiment took about
6.5 hours on a 1.7 Ghz PC, whereas in the CE case the time would be about one
one-thousandth of this.

The value of W at the optimum was 0.0100 for the first experiment and 0.0117
for the second. To get a sense of magnitudes, if the absolute value of (Y — Y*)/Y*
were .016 per quarter and the absolute value of PF — PF" were also .016 per
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quarter, the value of W would be 0.0102 (= 20 x 2 x .016%). The average quarterly
deviation (brought about by the stochastic simulation) is thus fairly large—on the
order of 1.6 percent. What the present results show isthat even though thisdeviation
isfairly large, littleislost by ignoring it and using CE when solving optimal control
problems.
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Chapter 11

Evaluating Policy Rules

11.1 Introduction?

This chapter examines various interest rate rules, as well as policies derived by
solving optimal control problems, for their ability to dampen economic fluctuations
caused by random shocks. A tax rate rule is also considered. The MC and US
models are used for the experiments. The results differ sharply from those obtained
using modern-view models that were discussed in Chapter 7, where the coefficient
on inflation in the nominal interest rate rule must be greater than one in order for
the economy to be stable.

Section 11.2 discusses asimple experiment in which the interest rate rule of the
Fed (equation 30) isdropped from themodel and R S isdecreased by one percentage
point. It will be seen that although there are substantial real output effectsfrom this
change, the effects are much smaller than those in the FRB/US model,? which is a
modern-view model.

Section 11.3 examines the stabilization features of four interest rate rules for
the United States. The first is simply the estimated rule, equation 30, which hasan
estimated long run coefficient on inflation of approximately one. The other three
rules are modifications of the estimated rule, with imposed long run coefficients
on inflation of 0.0, 1.5, and 2.5 respectively. It will be seen that as the inflation
coefficient increasesthereisareductionin pricevariability at acost of anincreasein
interest rate variability. Even the rule with azero inflation coefficient is stabilizing,
which is contrary to what would be obtained using modern-view models.

Section 11.4 then computes optimal rules for particular loss functions. These
solutions require a combination of stochastic simulation and solving deterministic

IThe results in this chapter are the same as those in Fair (2004b).
2Federal Reserve Board (2000).
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optimal control problems, and this is the first time that such solutions have been
obtained for a large scale model. It will be seen that the optimal control results
are similar to those obtained using the estimated rule mentioned above for a loss
function with a much higher weight on inflation than on output.

Another feature of the results in Sections 11.3 and 11.4 is that considerable
variance of the endogenous variables is left using even the best interest rate rule.
Section 11.5 then adds afiscal policy rule—atax rate rule—to see how much help
it can be to monetary policy in trying to stabilize the economy. The results show
that the tax rate rule provides some help. Thisisaso the first time that such arule
has been analyzed using alarge scale model.

11.2 The Effects of a Decrease iR S

It will first be useful to review the effects of achangein the U.S. short term interest
rate, RS, in the MC model. To examine these effects, the following experiment
was run. The period used is 1994:1-1998:4, 20 quarters. As in the experiments
in Chapters 6-8, the first step is to add the estimated residuals to the stochastic
equations and take them to be exogenous. This means that when the model is
solved using the actual values of all the exogenous variables, a perfect tracking
solution results. The base path for the experiment is thus just the historical path.
Then the estimated interest rate rule for the Fed, equation 30, was dropped from
themodel, and RS was decreased by one percentage point from its historical value
for each quarter. The model wasthen solved. The difference between the predicted
value of each variable and each period from this solution and its base (actua) value
isthe estimated effect of the interest rate change.

Selected results from this experiment are presented in Table 11.1. Row 3 shows
that real output, Y, increases. the nominal interest rate decrease is expansionary.
The peak responseis .55 percent after 12 quarters. Row 1 shows the exogenous fall
in RS of one percentage point, and row 2 shows the response of the long term bond
rate, R B,to this change. After 12 quarters the bond rate has fallen .79 percentage
points. This reflects the properties of the estimated term structure equation 22,
where RB responds to current and past values of RS. The unemployment rate
is lower (row 4), and the price level is higher (row 5). The peak unemployment
response is -.23 percentage points after 8 quarters.

The changein nominal after-tax corporate profits (row 6) ishigher because of the
higher level of real output and higher price level. The nominal value of household
capital gains, CG, islarger because of thelower bond rate and higher value of profits
(equation 25). Anincreasein CG isan increase in nomina household wealth, and
row 8 shows that real wealth, AA, also increasesinitialy. By quarter 16, however,
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Table 11.1
Effects of a Decrease irRS

157

Changes from Base Values

Quarters Ahead
Variable 1 2 3 4 8 12 16 20
1 Bill rate (RS) -1.00 -1.00 -1.00 -1.00 -1.00 -1.00 -1.00 -1.00
2 Bondrate(RB) -31 -34 -4 -48 -67 -79 -87 -92
3 Redl output (Y) .05 15 .25 .33 52 .55 .50 45
4 Unemployment rate (100 - U R) -0 -05 -09 -13 -23 -23 -18 -13
5 Pricedeflator (PF) .01 .04 .07 A1 34 .59 82 104
6 Changein profits (AIT) 04 0.7 0.6 05 0.1 0.2 0.1 0.3
7 Capital gains (CG) 898 120 234 209 147 141 105 276
8 Real wedth (AA) 42 45 .50 .55 48 27 -03 -33
9 DPI(YD) .01 .04 .09 14 31 40 45 49
10 Red DPI (YD/PH) -03 -04 -03 -03 -11 -28 -51 -71
11  Service consumption (CS) .10 .18 24 .30 40 .38 .29 .8
12 Nondurable consumption (CN) .03 A1 19 .27 A7 51 44 31
13  Durable consumption (C D) .08 22 .35 46 .66 49 .08 -35
14 Residentia inv. (I HH) -.09 54 89 102 150 134 .89 .33
15 Nonresidentia fixedinv. (1K F) .09 .30 .63 96 215 259 260 237
16 JAbill rate (RS;4) -16 -28 -38 -46 -61 -63 -60 -56
17 GEhill rate (RSgEg) -6 -29 -39 -45 -4 -21 -03 -03
18 JA exchangerate (Ej4) -27r  -49 -66 -80 -117 -142 -167 -194
19 GEexchangerate (EGEg) -36 -63 -84 -101 -155 -222 -303 -371
20 Priceof imports (PIM) .24 .35 43 48 82 122 176 223
21 Real imports (I M) .08 .29 54 76 138 149 121 .78
22 Priceof exports (PEX) .04 .07 A1 .16 40 .65 90 113
23  Real exports (E X) .02 .04 .06 .09 21 40 .66 .96
24 Current account -.03 -.06 -.09 -12 -19 =21 -19 -13

o All variables but 1619 are for the United States.

e DPI = disposable personal income.

e ATI = Change in nominal after-tax corporate profits. (In the notationin TebleA.2, [T = PIEF —
TFG—-TFS+ PX-PIEB—TBG —TBS.)
e Current account = U.S. nominal current account as a percent of nominal GDP. The U.S. current

accountisPX -EX — PIM - IM.

e Changes are in percentage points except for AIT and CG, which arein billions of dollars.
e Simulation period is 1994.1-1998.4.

real wedlth is dightly below the base value. This means that by quarter 16 the
negative effect on real wealth from the higher price level has offset the positive

effect from the higher nominal wealth.
Rows 9 and 10 show that although nominal disposal persona income, Y D,

increases, real disposal personal income, Y D/ P H, decreases. Animportant feature

of the model is that when interest rates fall, interest payments of the firm and
government sectors fall, and this in turn lowers interest income of the household
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sector. A decreasein householdinterestincomeisadecreasein Y D. Thehousehold
sector isalarge creditor, and thisinterest income effect isfairly large. Theincrease
inY D isthuslessthanit otherwisewould be, and row 10 showsthat the net effect on
real disposable personal income is negative. Another factor contributing to the fall
in real disposable personal incomeisthat thereisadlight fall in the real wage (not
shown). Wages lag prices in the model, and the initial response is for the nominal
wage rate to increase less than the price level.

Rows 11-14 show that real household expenditures arelarger except for asmall
initial decrease in THH and a decrease in C D in quarter 20. The two positive
effects on expenditures are the lower interest rates (a nominal interest rateis an ex-
planatory variable in each of the household expenditure equations) and the higher
real wealth. The negative effectisthefall inreal disposable personal income. There
is an additional negative effect on durable expenditures and residential investment
over time, which isan increase in the stocks of durables and housing. Other things
being equal, an increase in the stock of durables has a negative effect on durable
expenditures and an increase in the stock of housing has a negative effect on resi-
dential investment. Row 15 showsthat real plant and equipment investment, /K F,
rises. Thisis because of thefal in the real bond rate and the rise in real output.

Rows 16-24 pertain to the effect of the rest of the world on the United States
and vice versa. Rows 16 and 17 show that the Japanese and German interest rates,
RS; 4 and RSk, both decrease. Thesearethe estimated interest rate rulesfor Japan
and Germany at work. The US interest rate is an explanatory variable in each of
these equations. This meansthat the Japanese and German monetary authoritiesare
estimated to respond directly to U.S. monetary policy. Rows 18 and 19 show that
the yen and the DM appreciate relative to the dollar. (Remember that a decrease
in E is an appreciation of the currency.) Thisis because thereisafall inthe U.S.
interest rate relative to the Japanese and German interest rates and because thereis
anincreaseinthe U.S. price level relative to the Japanese and German price levels
(not shown).

The depreciation of the dollar leadsto anincreaseinthe U.S. import price level,
PIM (row 20). Thisincreaseisone of thereasonsfor theincreasein the U.S. price
level (row 5), since the price of imports has a positive effect on the domestic price
level in U.S. price equation 10. Even though the price of imports rises relative the
domestic pricelevel, which other things being equal has anegative effect on import
demand, the real value of imports, M, rises (row 21). In this case the positive
effect from the increase in real output dominates the negative relative price effect.

Therisein the overall U.S. price level leads to arise in the U.S. export price
level, PEX (row 22). Thereal value of U.S. exports, E X, rises (row 23), which is
dueto the depreciation of thedollar. (The U.S. export pricelevel increaseslessthat
the dollar depreciates, and so U.S. export pricesin other countries' currenciesfall.)
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Finally, the nominal U.S. current account falls (row 24). The positive effects
on the current account are the increase in real exports and the increase in the price
of exports. The negative effects are the increase in real imports and the increase in
the price of imports. On net the negative effects win, which is primarily due to the
increase in the price of imports.

The real output effects of .33 percent after 4 quarters and .52 percent after
8 quarters are much lower than in the FRB/US model, where the effects are .6
percent after 4 quarters and 1.7 percent after 8 quarters—Reifschneider, Tetlow,
and Williams (1999), Table 3. The effects are even larger after that, and the model
eventually blows up if the short term nominal interest rate is held below its base
vaue.® Asdiscussed in Chapter 7, thisis a modern-view feature, where the model
is unstable without an inflation coefficient in the interest rate rule greater than one.
In this kind of model an experiment in which the interest rate rule is dropped and
theinterest rate lowered is explosive.

11.3 Stabilization Effectiveness of Four Nominal
Interest Rate Rules

11.3.1 The Four Rules

In the estimated interest rate rule for the Fed, equation 30, the coefficient on lagged
money growth is.011, the coefficient on inflation is.080, and the coefficient on the
lagged dependent variable is.909 (Table A30 within Table A.4 in Appendix A). If it
is assumed that in the long run money growth equals the rate of inflation, then the
long run coefficient on inflation in equation 30 is 1.0 [=(.080+.011)/(1 - .909)]. As
notedin Section 11.1, the other threeruleshaveimposed long run coefficientsof 0.0,
1.5, and 2.5 respectively. This was done for each rule by changing the coefficient
for the rate of inflation in equation 30. The respective coefficients are -.011, .1255,
and .2165. None of the other coefficients in the estimated equation were changed
for thethreerules.* Thisprocessissimilar to that followed for the studiesin Taylor
(1999a), where the five main rules tried had inflation coefficients varying from 1.2
to 3.0. No inflation coefficient less than 1.0 was tried in these studies because the
models, which are modern-view models, are not stablein this case.

SPrivate correspondence with David Reifschneider.
4Footnote 5 in this chapter explains why the constant term in the interest rate rule does not have
to be changed when the inflation coefficient is changed.
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11.3.2 The Stochastic Simulation Procedure

The four interest rate rules are examined using stochastic simulation. For all the
work in this chapter the coefficient estimates have been taken to be fixed. The
results are conditional on the model and on the coefficient estimates. The focusin
this chapter, as in much of the literature, is on variances, not means. The aim of
monetary policy is taken to smooth the effects of shocks. In order to examine the
ability of monetary policy to do this, one needs an estimate of the likely shocks
that monetary policy would need to smooth, and this can be done by means of
stochastic simulation. Given an econometric model, shocks can be generated by
drawing errors.

In Chapter 9 stochastic simulation was used only for the US model. In this
chapter the entire MC model is used except for the optimal control work. There are
362 stochastic equations in the MC model, 191 quarterly and 171 annual. There
is an estimated residual for each of these equations for each period. Although
the equations do not all have the same estimation period, the period 1976-1998 is
common to almost all equations.® There are thus available 23 vectors of annual
estimated residuals and 92 vectors of quarterly estimated residuals. These vectors
are taken as estimates of the economic shocks, and they are drawn in the manner
discussed below. Since these vectors are vectors of the historical shocks, they pick
up the historical correlations of the error terms. If, for example, shocks in two
consumption equations are highly positively correlated, the error terms in the two
equations will tend to be high together or low together.

The period used for the stabilization experiments is 1994:1-1998:4, five years
or 20 quarters. Since the concern here is with stabilization around base paths and
not with positions of the base paths themselves, it does not matter much which path
is chosen for the base path. The choice here is simply to take as the base path the
historical path. The base path is generated by adding the estimated residualsto the
stochastic equations and taking them to be exogenous. In other words, for all the
stochastic simulationsin this chapter the estimated residual s are added to the model
and the draws are around these residuals.

Each trial for the stochastic ssimulation is a dynamic deterministic simulation
for 1994:1-1998:4 using a particular draw of the error terms. For each of the five
yearsfor agiventrial aninteger isdrawn between 1 and 23 with probability 1/23 for
each integer. This draw determines which of the 23 vectors of annual error terms
is used for that year. The four vectors of quarterly error terms used are the four
that correspond to that year. Each trial is thus based on drawing five integers, one
for each of the five years. The solution of the model for thistrial is an estimate of

SFor the few equations whose estimation periods began |ater than 1976, zero residuals were used
for the missing observations.
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what the world economy would have been like had the particular drawn error terms
actually occurred. (Remember that the drawn error termsare on top of the estimated
residualsfor 1994.1-1998:4, which are aways added to theequations.) The number
of trials taken is 1000, so 1000 world economic outcomes for 1994:1-1998:4 are
available for anaysis.

Theestimated residual sareadded to theinterest raterul e, but no errorsaredrawn
forit. Addingtheestimated residualsmeansthat whenthemodel inclusiveof therule
is solved with no errors for any equation drawn, a perfect tracking sol ution results.®
Not drawing errors for the rule means that the Fed does not behave randomly but
simply follows the rule.

Let y/ be the predicted value of endogenous variable i for quarter 7 on tria j,
and let y* bethe base (actual) value. How best to summarize the 1000 x 20 values
of yl.jt? One possibility for avariability measure isto compute the variability of y[jt
around y? foreacht: (1/J) ij.zl(yijl — )2, where J isthetotal number of trials.’
The problem with this measure, however, is that there are 20 values per variable,
which makes summary difficult. A more useful measure is the following. Let L{
be:

T
. 1 .
L =2 i =i (11.0)
i=1

where T isthe length of the simulation period (T = 20 in the present case). Then
the measureis

1L
Li==)Y L/ 11.2
JZ; | (11.2)

L; isameasure of the deviation of variable i from its base values over the whole
period.®

6Each of the four rules has a different set of estimated residuals associated with it because the
predicted values from the rules differ due to the different inflation coefficients. This is why the
constant term does not have to be changed in the rule when the inflation coefficient is changed. The
estimated residual s are changed instead.

1 v}, werethe estimated mean of y;, thismeasure would be the estimated variance of y;,. Given

the J vaues of yl./t, the estimated mean of y;; is(1/J) ij':l yijt, and for anonlinear model it is not
the case that this mean equals y?, even as J goes to infinity. Asan empirical matter, however, the
difference in these two values is quite small for ailmost all macroeconometric models, and so it is
approximately the case that the above measure of variability is the estimated variance.

8L, is, of course, not an estimated variance. Aside from the fact that for a nonlinear model the
mean of y;, isnot y*, L{ is an average across a number of quarters or years, and variances are not in
genera constant acrosstime. L; isjust asummary measure of variability.
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11.3.3 The Results

Theresultsfor thissection are presented in thefirst fiverowsin Table 11.2. Thefirst
row (“Norule”) treats RS asexogenous. Thismeansthat thevalueof RS inagiven
quarter is the historic value for al the trials. RS does not respond to the shocks.
Values of L; are presented for real output, Y, the level of the private nonfarm price
deflator, P F, the percentagechangein PF, PF, and RS. Thefollowing discussion
will focuson Y, PF, and RS. Theresultsfor PF are generally similar to those for
P F, dthough the differencesin L; acrossrulesare larger for P F thanfor PF. All
the experimentsfor the M C model use the same error draws, i.e., the same sequence
of random numbers. This considerably lessens stochastic simulation error across
experiments.

The resultsin Table 11.2 are easy to summarize. Consider row 1 versus row 3
first. L; for Y falls from 2.75 for the no rule case to 2.31 for the estimated rule,
and L; for PF falsfrom 3.07 to 2.40. Both output and price variability are thus
lowered considerably by the estimated rule. Now consider rows 2 through 5. As
the long run inflation coefficient increases from 0.0 to 2.5, the variability of PF
falls, the variability of RS rises, and the variability of Y islittle affected. The cost
of lowering P F variability isthusan increasein RS variability, not an increasein
Y variability. Which rule one thinks is best depends on the weights one attaches to
PF and RS variability,

How do these results compare to those in the literature? Probably the largest
difference concernsrow 2, where the variability in row 2 isless than the variability
inrow 1. This shows that even the rule with along run inflation coefficient of zero
lowersvariability. In modern-view modelstherulein row 2 would be destabilizing.
Clarida, Gali, and Gertler (2000) have aclear discussion of this. They conclude that
the rule used by the Fed in the pre-1979 period probably had an inflation coefficient
less than one (p. 177), and they leave as an open question why the Fed followed a
rulethat was* clearly inferior” (p. 178) during thisperiod. Theresultsin Table 11.2
suggest that such arule is not necessarily bad.

Resultsregarding the tradeoff between output variability and price variability as
coefficients in arule change appear to be quite dependent on the model used. This
isevident in Tables2 and 3 in Taylor (1999b), and McCallum and Nelson (1999, p.
43) point out that increasing the inflation or output coefficient in their rule leads to
atradeoff in one of their models but areduction in both output and price variability
in another. In Table 11.2 the tradeoff is between price variability and interest rate
variability as the inflation coefficient isincreased. Thereis little tradeoff between
output and price variability. Because the tradeoffs are so model specific, one must
have confidence in the model used to have confidence in the tradeoff results. The
resultsin Table 11.2 convey useful information if the MC model is a good
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PF
3.07
2.72
2.40
2.27
2.03
2.28

3.12
2.60

PF
2.00
1.91
1.85
1.82
1.78
1.82

2.04
194

Table 11.2
Variability Estimates: Values of L;
MC Model
Y
1 Norule (RS exogenous) 2.75
2 Modified rule (0.0) 2.32
3 Estimated rule(1.0)—eq. 30 2.31
4 Modified rule (1.5) 2.32
5 Modified rule (2.5) 2.34
6 3withtax rule 201
US(EX,PIM) Model
7 No rule (RS exogenous) 342
8 Estimated rule—eq. 30 294

9Optimal (.1 = 0.5, 4, = 0.5) 2.54
11 Optimal (., = 0.5, 4, = 2.5) 2.79

3.17
2.83
2.59

2.05
1.97
191

RS

0.00
0.42
0.58
0.73
1.15
0.52

0.00
0.55
0.96
0.78
0.75

e Simulation period = 1994.1-1998:4.
o Number of trials = 1000.

e Modified rule (0.0) = estimated rule with long run inflation

coefficient = 0.0.

o Modified rule (1.5) = estimated rule with long run inflation

coefficient = 1.5.

e Modified rule (2.5) = estimated rule with long run inflation

coefficient = 2.5.

e Y = red output, PF = price deflator, PF = percentage
changein PF, RS = three-month Treasury bill rate.

approximation of the economy.

11.4 Optimal Control
11.4.1 The US(EX,PIM) Model

163

The optimal control procedure discussed in this section is too costly in terms of
computer time to be able to be used for the entire MC model, and for the work in
this section adightly expanded version of the US model has been used, denoted the
“US(EX,PIM) model.” The expansion relates to U.S. exports, E X, and the U.S.
price of imports, PIM. These two variables change when RS changes—primarily
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because the value of the dollar changes—and the effects of RS on EX and PIM
were approximated in the following way.

First, for given values of oy and a, I0gEX, — a1 RS, was regressed on
the constant term, ¢, logEX,;_1, logEX,_», logEX,_3, and logEX,_4, and
log PIM,; —ayRS, wasregressed on the constant term, ¢, log PIM,_1,log PIM, 5,
log PIM;_3, and log PIM,_,. Second, these two equations were added to the US
model, and an experiment was run in which equation 30 was dropped and RS was
decreased by one percentage point. Thiswas donefor different values of «; and ao.
The final values of «; and a, chosen were ones whose experimental results most
closely matched the results for the same experiment using the complete MC model.
Thefinal values chosen were-.0004 and -.0007, respectively. Third, the experiment
in the third row of Table 11.2 was run for the US model with the EX and PIM
equations added and with the estimated residuals from these equations being used
for the drawing of the errors. When an error for the EX equation was drawn, it
was multiplied by 81, and when an error for the PIM equation was drawn, it was
multiplied by 8,. The experiment was run for different values of 8, and 8, and the
final values chosen were onesthat led to results similar to those in the third row of
Table 11.2. The valueswere 8; = .4 and B, = .75. The results using these values
areinrow 8 of Table 11.2. The chosen values of «1, o, 81, and B, were then used
for the experimentsin rows 9-11.

The US(EX,PIM) modd is thus a version of the US model in which EX and
P I M have been made endogenous with respect to their reactionsto changesin R S.
It isan attempt to approximate the overall MC model in this regard.

11.4.2 The Procedure

Much of the literature on examining rules has not been concerned with deriving
rules by solving optimal control problems,® but optimal control techniques are
obvious ones to use in this context. The following procedure has been applied to
the US(EX,PIM) model.

The estimated residuals for the 1976:1-1998:4 period (92 quarters) were used
for the draws. Each vector of quarterly residuals had a probability of 1/92 of being
drawn. Not counting theestimatedinterest raterul e, thereare 29 estimated equations
in the US(EX,PIM) model plusthe EX and P I M equations discussed above.

The optimal control methodol ogy requiresthat aloss function be postulated for
the Fed. In the loss function used here the Fed is assumed to care about output,
inflation, and interest ratefluctuations. In particular, thelossfor quarter ¢ isassumed

9Exceptions are Feldstein and Stock (1993), Fair and Howrey (1996), and Rudebusch (1999).
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to be:

H, = 2,100[(Y, — Y)/ Y12 + 22100(PF, — PF,)? + a(ARS;, — ARS})?
+1.0/(RS; —0.999) +1.0/(16.001 — RS;)

(11.3)
where * denotes a base value. 1, isthe weight on output deviations, and X, is the
weight on inflation deviations. The last two terms in equation 11.3 insure that the
optimal values of RS will be between 1.0 and 16.0. The value of o was chosen by
experimentation to yield an optimal solutionwithavalueof L; for RS in Table11.2
about the same as the value that results when the estimated rule is used. The value
chosen was 9.0. The base values in equation 11.3 are the actual (historic) values.
The base path for each variableisthe actual path (since the estimated residuals have
been added to the equations), and so the lossesin equation 11.3 are deviations from
the actual values.

Assume that the control period of interest is 1 through 7', where in the present
case 1is1994:1 and T is 1998:4. Although this is the control period of interest,
in order not to have to assume that life endsin T, the control problem should be
thought of as one of minimizing the expected value of Z,le" H,, wheren ischosen
to be large enough to avoid unusua end-of-horizon effects near T. The overal
control problem should thus be thought of as choosing values of RS that minimize
the expected value of Z,T:l” H, subject to the model used.

If themodel used islinear and thelossfunction quadratic, itispossibleto derive
analytically optimal feedback equations for the control variables.’® In general,
however, optimal feedback equations cannot be derived for nonlinear models or
for loss functions with nonlinear constraints on the instruments, and a numerical
procedureliketheoneoutlinedin Section 1.7 must be used. Thefollowing procedure
was used for the results in this section. It is based on a sequence of solutions of
deterministic control problems, one sequence per trial, where certainty equivalence
(CE) is used.

Recall what a tria for the stochastic simulation is. A trial is a set of draws
of 20 vectors of error terms, one vector per quarter. Given this set, the model is
solved dynamically for the 20 quarters using an interest rate rule (or no rule). This
entire procedure is then repeated 100 times (the chosen number of trials), at which
time the summary statistics are computed. Aswill now be discussed, each trial for
the optimal control procedure requires that 20 deterministic control problems be
solved, and so with 100 trials, 2,000 optimal control problems have to be solved.

For purposes of solving the control problems, the Fed is assumed to know the
model (itsstructure and coefficient estimates) and the exogenous variabl es, both past
and future. The Fed is assumed not to know the future values of any endogenous

10geg, for example, Chow (1981).
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variableor any error draw when solving the control problems.!* The Fedisassumed
to know the error draws for the first quarter for each solution. This is consistent
with the use of the above rules, where the error draws for the quarter are used when
solving the model with the rule.

The procedure for solving the overall control problem is asfollows.

1. Draw avector of errors for quarter 1, and add these errors to the equations.
Take the errorsfor quarters 2 through & to be zero (i.e., no draws, but remem-
ber that the estimated residual s are always added), where k is defined shortly.
Choosevaluesof RS for quarters 1 through k that minimize Zf:l H, subject
to the model as just described. Thisisjust a deterministic optimal control
problem, which can be solved, for example, by the procedure outlined in Sec-
tion 1.7.1% Let RS}* denote the optimal value of RS for quarter 1 that results
from thissolution. Thevalue of k£ should be chosen to be large enough so that
making it larger has a negligible effect on RS;*. (This value can be chosen
ahead of time by experimentation.) RS;* is computed at the beginning of
quarter 1 under the assumptionsthat 1) the model isknown, 2) the exogenous
variable values are known, and 3) the error draws for quarter 1 are known.

2. Record the solution values from the model for quarter 1 using RS;* and the
error draws. These solution values are what the model estimates would have
occurred in quarter 1 had the Fed chosen R S;* and had the error terms been
asdrawn.

3. Repeat steps 1 and 2 for the control problem beginning in quarter 2, then for
the control problem beginning in quarter 3, and so on through the control
problem beginning in quarter 7. For an arbitrary beginning quarter s, usethe
solution values of al endogenous variables for quarters s — 1 and back, as
well as the values of RS**; and back.

4. Steps 1 through 3 constitute one trial, i.e., one set of 7 drawn vectors of
errors. Do these steps again for another set of T drawn vectors. Keep doing
this until the specified number of trials has been completed.

The solution values of the endogenous variables carried along for a given trial
from quarter to quarter in the above procedure are estimates of what the economy

11The main exogenous variables in the US(EX,PIM) model are fiscal policy variables. Remember
that since the base is the perfect tracking solution, the estimated residuals are always added to the
stochastic equations and treated as exogenous. The error draws are on top of these residuals.

12A1most all the computer time for the overall procedure in this section is spent solving these
optimization problems. The total computer time taken to solve the 2,000 optimization problems was
about 3 hours on a computer with a 1.7 GHz Pentium chip.
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would have been like had the Fed chosen RST*,...,R S7* and the error terms been as
drawn.®

By “optimal rule”’ in this chapter is meant the entire procedure just discussed.
There is obviously no analytic rule computed, just a numerical value of RS** for
each period.

The Results

The results are presented in rows 7-11 in Table 11.2. The experiments in these
rows use the same error draws, i.e., the same sequence of random numbers, to
lessen stochastic simulation error across experiments, although these error draws
are different from those used for the experiments in rows 1-6. Rows 7 and 8 are
equivalent to rows 1 and 3: no rule and estimated rule, respectively. The same
pattern holds for both the MC model and the US model results, namely that the
estimated rule substantially lowers the variability of both Y and P F.

Row 9 presents the results for the optimal solution with equal weights (i.e.,
A1 = 0.5and 1, = 0.5) on output andinflationinthelossfunction. Comparing rows
7 and 9, the optimal control procedurelowered the variability of ¥ substantially and
had little effect on the variability of P F. Thisis quite different than the estimated
rule (row 8). The estimated rule lowered the variability of both Y and P F, although
the fall in the variability of ¥ was much less than it was for the optimal control
procedure.

For rows 10 and 11 the weight on inflation in the loss function is increased.
This, not surprisingly, increases the variability of ¥ and lowers the variahility of
P F. Row 11, which has aweight of 2.5 on inflation, gives similar results to those
inrow 8, which usesthe estimated rule. Inthissensethe estimated ruleis consistent
with the Fed minimizing the loss function with weights; = 0.5and 2, = 2.5in
eguation 11.3.

Again, how do these results compare to those in the literature? A common
result in the Taylor (1999a) volume is that ssmple rules perform nearly as well as
optimal rules or more complicated rules. See Taylor (1999b, p. 10), Rotemberg
and Woodford (1999, p. 109), Rudebusch and Svensson (1999, p. 238), and Levin,
Wieland, and Williams (1999, p. 294). The resultsin rows 8 and 11 are consistent

BThe optimal control procedure just outlined differs from the procedure used in Fair and Howrey
(1996, pp. 178-179). In Fair and Howrey (1996) the Fed is assumed not to know the exogenous
variable values, but instead to use estimated autoregressive equations to predict these values for the
current and future quarters. Also, the estimated residuals are not added to the equations, and no
stochastic ssimulation isdone. Instead, one optimal control problem is solved, where the target values
are the historic means and the solution uses for the error draws for a given quarter the estimated
residuals for that quarter. The Fed is assumed not to know the error draw for the current quarter.
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with this theme, where the estimated rule performs nearly as well as the optimal
control procedure. Theoptimal control procedureinthiscaseisoneinwhichthe Fed
puts a considerably higher weight on inflation than on output in the loss function.

11.5 Adding a Tax Rate Rule

Turning back to the MC model, it is clear in Table 11.2 that considerable overall
variability isleft in rows 2-5. In this section atax rate rule is analyzed to see how
much help it can be to monetary policy in stabilizing the economy. Theideais that
aparticular tax rate or set of rates would be automatically adjusted each quarter as
afunction of the state of the economy. Congress would vote on the parameters of
the tax rate rule as it was voting on the general budget plan, and the tax rate or set
of rates would then become an added automatic stabilizer.

Consider, for example, the federal gasolinetax rate. If the short run demand for
gasolineisfairly priceinelastic, achangein the after-tax price at the pump will have
only a small effect on the number of gallons purchased. In this case a change in
the gasolinetax rateislike achange in after-tax income. Another possibility would
be a national sales tax if such atax existed. If the sales tax were broad enough, a
changein the salestax rate would also be like a change in after-tax income.

For the results in this section D3G is used as the tax rate for the tax rate rule.
It isthe constructed federal indirect business tax rate in the US model—see Tables
A.2 and A.7. In practice a specific tax rate or rates, such as the gasoline tax rate,
would have to be used, and this would be decided by the political process. In the
regular version of the US model D3G is exogenous.

The following equation is used for the tax rate rule:

D3G, = D3G; + 0.125[.5((Y, 1 — ¥ 1)/ ¥} )) + B((Y; 2 — ¥ )/ ¥} )]
+0.125 % [.5(PF,.1 — PF, )+ .5(PF,_ — PF, ,)]

(11.49)
where, as before, * denotes abase value. It isnot realistic to have tax rates respond
contemporaneously to the economy, and so lags have been used in equation 11.4.
Lags of both one and two quarters have been used to smooth tax rate changes
somewhat. The rule says that the tax rate exceeds its base value as output and the
inflation rate exceed their base values. Note that unlike the basic interest rate rule,
equation 30, the rule 11.4 has not been estimated. 1t would not make senseto try to
estimate such arule since it is clear that the government has never followed a tax
rule policy.

Results using this rule along with the estimated interest rate rule are reported in
row 6 in Table 11.2. The use of the rule lowers L; for Y from 2.31 when only the
estimated interest rate ruleis used to 2.01 when both rules are used. The respective
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numbersfor P F are2.40and 2.28. Thetax rateruleisthusof somehelpinlowering
output and price variability, with alittle more effect on output variability than on
pricevariability. Thevariability of RS fallsdlightly when the tax rate rule is added,
since thereisless for monetary policy to do when fiscal policy is helping.

11.6 Conclusion

The main conclusions about monetary policy from the resultsin Table 11.2 are the
following:

1.

The estimated rule explaining Fed behavior, equation 30, substantialy re-
duces output and price variability (row 3 versus row 1).

Variability is reduced even when the long run coefficient on inflation in the
interest rate rule is set to zero (row 2 versus row 1). Thisis contrary to
what would be the case in modern-view models, where such arule would be
destabilizing.

Increasing the long run coefficient on inflation in the interest rate rule lowers
price variability, but it comes at a cost of increased interest rate variability
(for example, row 5 versus row 3).

A tax rateruleisanoticeable help to monetary policy initsstabilization effort
(row 6 versusrow 3).

. The optimal control procedure with A, = 0.5 and A, = 2.5, which means a

higher weight on inflation than on output in the loss function, gives results
that are similar to the use of the estimated rule (row 11 versusrow 8). Thefact
that the estimated rule does about as well as the optimal control procedureis
consistent with many results in the literature, where simple rules tend to do
fairly well.

. Even when both the estimated interest rate rule and the tax rate rule are used,

thevalues of L; in Table 11.2 are not close to zero (row 6). Monetary policy
even with the help of afiscal policy rule does not come close to eliminating
the effects of typical historical shocks.
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Chapter 12

Estimated Stabilization Costs of
the EMU

12.1 Introduction?

When different countries adopt acommon currency, each gives up itsown monetary
policy. In the common-currency regime monetary policy responds to a shock in a
particular country only to the extent that the common monetary authority responds
to the shock. If this response is less than the response that the own country’s
monetary authority would have made in the pre common-currency regime, there
are stabilization costs of moving to a common currency. This chapter uses the
MC model and stochastic simulation to estimate the stabilization costs to Germany,
France, Italy, and the Netherlandsfrom having joined the European Monetary Union
(EMU). Costs to the United Kingdom from joining are also estimated. Variability
estimates are computed for the non EMU and EMU regimes.? The results show that
Germany is hurt the most in terms of stabilization costs from joining the EMU.

The question that this chapter attempts to answer is a huge one, and the results
should be interpreted with considerable caution. In order to answer this question
one needs 1) an estimate of how the world economy operates in the non EMU
regime, 2) an estimate of how it operatesin the EMU regime, and 3) an estimate of
the likely shocks to the world economy. Each of these estimates in this chapter is
obviously only an approximation.

Prior to the beginning of the EMU in 1999, there was alarge literature analyz-
ing the economic consequences of acommon European currency. Wyplosz (1997)

1The results in this chapter are updates of those in Fair (1998).
2For other results using stochastic simulation to examine the EMU, see Hallett, Minford, and
Rastogi (1993), Masson and Symansky (1992), and Masson and Turtelboom (1997).
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provides a useful review. Much of this literature is in the Mundell (1961), McK-
innon (1963), and Kenen (1969) framework and asks whether Europe meets the
standards for an optimum currency area. The questions asked include how open the
countries are, how correlated individual shocks are across countries, and the degree
of labor mobility. There was also work examining real exchange rate variances.
The smaller are these variances, the smaller are the likely costs of moving to a
common currency. von Hagen and Neumann (1994) compared variances of price
levels within West German regions with variances of real exchange rates between
the regions and other European countries.

TheMC model containsestimatesof how open countriesareinthat thereareesti-
mated import demand equations and estimated trade-share equations in the model.
The model also contains estimates of the correlation of individual shocks across
countries through the estimated residuas in the individual stochastic equations.
Real exchange rates are endogenous because there are estimated equationsfor nom-
inal exchange rates and individual country price levels. The MC model thus has
imbedded in it estimates of anumber of the features of the world economy that are
needed to analyze optimum-currency-area questions. The degree of labor mobility
among countries, however, isnot estimated: the specification of the model is based
on the assumption of no labor mobility among countries. To the extent that thereis
labor mobility, the present stabilization-cost estimates are likely to be too high.

A key feature of the MC model for present purposes is that there are estimated
monetary-policy rulesfor each of the European countriesprior to 1999:1. Theseare
the estimated interest rate rules—equation 7 for agiven country in the ROW model.
Inthe EMU regime these rulesfor the joining European countries are replaced with
onerule—oneinterest raterulefor the EMU. Thereare a so estimated exchangerate
equations for each of the European countries in the model—equation 9 for a given
country in the ROW model. In the EMU regime these equations for the joining
European countries are replaced with one equation—the exchange rate equation
for the euro. Finaly, there are estimated term structure equations for each of the
European countries—equation 8 for a given country in the ROW model. In the
EMU regime these equations for the joining European countries are replaced with
one term structure equation.

To get a sense of interest rate effects in the model, it may be useful to review
the discussion at the end of Chapter 2 and the experiment in Chapter 8 where the
German interest rate was decreased.
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12.2 The Stochastic Simulation Procedure

The procedure used here is the same as the one used in Section 11.3.2. The simula
tion period is the same (1994:1-1998:4), and the period for the estimated residuals
is the same (1976-1998). The number of trials is 1000, and the values of L; are
computed as in equation 11.2. Again, the coefficient estimates are taken as fixed
for purposes of the stochastic simulations.

There are 16 European countriesin the model, eight quarterly and eight annual .
The first experiment pertains to four of these: Germany, France, Italy, and the
Netherlands. For the second experiment the United Kingdom is added.

12.3 Results for the non EMU Regime

Since the simulation period considered in this chapter is before 1999:1, the non
EMU regimeissimply the actual regime. Resultsfor this experiment are presented
asexperiments 1 and 2 in Table 12.1. Values of L; are presented for six countries,
GE, FR,IT,NE, UK, and US, and for threevariables, real GDP, Y, the GDP deflator,
PY, and the short term interest rate, RS. (For the United States, Y isreal output of
the firm sector and P F isthe price deflator.)

Even though resultsfor only six countries are presented in Table 12.1, the entire
MC model is used for the experiments. The same draws (i.e., the same sequence
of random numbers) were used for each experiment in order to lessen stochastic-
simulation error for the comparisons between experiments. The one difference
between the experiments here and the experiments for the MC model in Table 11.2
is that for each of the six countries drawn errors are not used for the interest rate
rule, the term structure equation, and the exchange rate equation. Since moving
from the current regime to the EMU regime requires changing these equations for
the European countries, it seemed best for comparison purposes not to complicate
matters by having to make assumptions about what errorsto usein the EMU regime
for these equations. The variability estimates are thus based on all types of shocks
except financial ones. This difference pertains only to the six countries; for all the
other countries the error draws are asin Chapter 11.3

3In Chapter 11 errors were not drawn for equation 30 for the US, and this is true here as well.
Errors were drawn for the US term structure equations 23 and 24, but in this chapter errors are not
drawn for these two equations (thus treating the United States like the other five countries).
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Table 12.1
Values of L; for Four Experiments
Real Output Price Level Short-Term Interest Rate
Experiment Experiment Experiment
1 2 3 4 1 2 3 4 1 2 3 4

GE 5090 229 4.53 5.56 3.76 2.08 2.73 302 | 000 427 219
FR 246 285 2.03 1.87 3.36 3.45 2.58 260 | 000 180 219

IT 823 734 7.76 758 | 1875 1522 1423 1386 | 000 644 219
NE 1086 915 10.57 10.01 1.63 1.38 1.37 136 | 000 387 219
UK 710 586 574 620 | 2332 1591 1657 1546 | 000 261 265
us 238 240 2.38 2.37 1.78 2.03 2.04 201 | 054 055 056

2.26
2.26
2.26
2.26
2.26
0.57

1= interest raterulesfor GE, FR, IT, NE, and UK dropped.
2 =interest rate rules for GE, FR, IT, NE, and UK used.

3 =EMU regime consisting of GE, FR, IT, and NE.

4= EMU regime consisting of GE, FR, IT, NE, and UK.

For the first experiment the estimated interest rate rules for the five European
countries are dropped from the model (but not the US interest rate rule), and the
five short-term interest rates are taken to be exogenous. Thisis not meant to be a
realistic case, but merely to serve as a baseline for comparison. The resultsarein
thefirst column for each variablein Table 12.1. The second experiment differsfrom
thefirst in that the five interest rate rules are added back in. Otherwise, everything
elseisthe same. The results are presented in the second column for each variable.

Comparing columns 1 and 2 for output shows how stabilizing the estimated
interest rate rules are. For Germany L; fallsfrom 5.09 to 2.29, and so the German
interest rate ruleis quite stabilizing. L; aso fallsfor Italy, the Netherlands, and the
United Kingdom. However, it rises for France. The estimated interest rate rule for
France (see Table B7) does not have an output variable and the inflation variable is
not significant. Accordingto the estimated rule, the Bank of France responds mostly
to the German and U.S. interest rates. The rule isthus not likely to be stabilizing,
which the resultsin Table 12.1 show isthe case.

The variability for the price level aso fallsin Table 12.1 from column 1 to 2
for Germany, Italy, the Netherlands, and the United Kingdom, but not for France.
Note for France that the variability of RS does not rise much from column 1 to 2,
which shows that the Bank of France is not doing much in response to the shocks.

12.4 Results for the EMU Regimes

The actual EMU regime began in 1999:1, and thisregime s part of the MC model
from 1999:1 on. For present purposes, however, an EMU regime needs to be
constructed that is comparable to the non EMU regime regarding shocks. For the
results in this section the same error draws are used as were used for the resultsin
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columnsland2inTable12.1. Giventhese shocks, the questionishow stabilization
is affected by moving to a common monetary policy.

A hypothetical EMU regime must thus be created for the 1994:1-1998:4 period.
Infact two EMU regimesare considered here, oneincluding Germany, France, Italy,
and the Netherlands, and the other including these four countries plus the United
Kingdom. Three changes are required to do this. Consider first the regime without
the United Kingdom.

Firgt, theinterest rate rulesfor France, Italy, and the Netherlands were dropped,
and their short-term interest rates were assumed to move one for one with the
German rate. The output gap variable that isincluded in the estimated German rule
is the German output gap, and this variable was replaced by the total output gap of
thefour countries. Inaddition, the German inflation variable was replaced by atotal
inflation variable for the four countries.* The coefficient estimates in this equation
were not changed, and the U.S. interest rate, which isan explanatory variablein the
eguation, was retained. The behavior of the European monetary authority is thus
assumed to be the same as the historically estimated behavior of the Bundesbank
except that the response is now to the total variables for the four countries rather
than just to the German variables.

Second, the term structure equationsfor France, Italy, and the Netherlandswere
dropped, and their long-term interest rates were assumed to move one for one with
the German rate. The long-term German interest rate equation was retained asiis.
Theonly explanatory variablesin thisequation arethelagged value of thelong-term
rate and the current value and lagged values of the short-term rate.

Third, the exchange rate equations for France, Italy, and the Netherlands were
dropped, and their exchange rates were fixed to the German rate. The German
exchange rate equation has as explanatory variables the German pricelevel relative
to the U.S. price level and the German short-term interest rate relative to the U.S.
short-term interest rate. This equation was used as is except that the German price
level was replaced by the total price level for the four countries. (The German
short-term interest rate is now, of course, the common short-term interest rate of the
four countries, as discussed above.)

No other changes were madeto the model. To summarize, then, in thisassumed

4For agiven country k and period 7, let Yy, beitsreal output, PY, its domestic price level, and
hy; its exchange rate vis-a-vis the DM. Also, let hjg5 be its exchange rate in 1995, the base year
for real output. Then total nomina output for the four countries combined, denominated in DM, is
Zﬁzl(PYk, Yi:)/ hy, and total real output, denominated in 1995 DM, is Zle Yir/ higs. Theprice
level for the four countries combined istheratio of total nominal output to total real output. The total
inflation variable is the percentage change in the price level for the four countries combined. Total
potential output, denominated in 1995 DM, is Zle Y Skt / hios, Where Y S, isthe potential output
of country i for period ¢. The output-gap variable used is the percent deviation of total actual output
from total potential output.
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EMU regime, the two main changes are 1) the postul ation of afour-country interest
rate rule that responds to the four-country output gap and the four-country inflation
rateand 2) the postul ation of an exchangerate equation for thefour-country currency
that responds to the four-country price level relative to the U.S. price level and the
four-country short-term interest rate relative to the U.S. short-term interest rate.

The results for this regime are presented in column 3 in Table 12.1. The output
variability results are quite interesting. The big loser is Germany, where L; rises
from 2.29t0 4.53. Italy and the Netherlands are also hurt, but not by as much (from
7.34t07.76 for Italy and from 9.15 to 10.57 for the Netherlands). Franceishelped,
whereL; fallsfrom2.85t02.03. Column 2 versus1 showsthat theindividual interest
raterulefor Franceisnot stabilizing, and column 3 versus 2 showsthat France gains
by being part of a stabilizing rule. If the French by themselves are not going to
stabilize, they are better off joining a group that at least in part responds to French
shocks. (Does this help explain why France has generally been quite supportive
of the EMU?) Germany is hurt because its individual rule is quite stabilizing, and
much of thisislost when Germany joins the other three.

Regarding price variability, again Germany is hurt and France is helped. In
this case Italy is also helped and thereis essentially no change for the Netherlands.
Interest rate variability (whichisthe samefor al four countries) islarger for France
and smaller for the others.

The United Kingdom is not much affected by the four countriesjoining together
(column 3 versus 2). Itsinterest rate ruleis still quite stabilizing (column 3 versus
1). For the final experiment the United Kingdom was added to the four-country
regime. Everything is the same in this five-country regime except that total output
now includes U.K. output and the total price level now includesthe U.K. pricelevel.
The U.K. interest rate rule, exchange rate equation, and term structure equation are
dropped.

The five-country results are presented in column 4 in Table 12.1. These results
are aso interesting. The United Kingdom is definitely hurt regarding output vari-
ability from joining the group. L; rises from 5.74 to 6.20, an 8 percent increase.
Germany is hurt even more, and it is now the case that L; for Germany is larger
in column 4 than in column 1, where the German rule is dropped. The other three
countries are helped slightly by the United Kingdom joining.

The effects on the United States are modest for all of the cases.
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12.5 Conclusion

This chapter has used a particular methodology for examining the stabilizations
costs of the EMU, and Table 12.1 provides quantitative estimates of these costs for
afour-country and afive-country regime. Theestimated costsarelargefor Germany
and modest for Italy and the Netherlands. France actually benefits. The costs for
the United Kingdom if it joined are noticeable, but not nearly as large as they are
for Germany.

These estimates in Table 12.1 are conditional, of course, on particular interest
rate rules for each country. The rulesused in this chapter are the estimated rules. If
different ruleswere used, say amore stabilizing individual rulefor France, different
results would be obtained. In general, the more stabilizing a rule is for a given
country, the larger are the stabilization costs of joining the EMU likely to be. The
results al so depend on the choice of the EMU rule. For the work in this chapter the
German rule has been used with different output and inflation variables, but other
choices are clearly possible.

Because of the preliminary nature of theresults, thereareanumber of extensions
that might beinteresting to pursuein futurework. Oneissueiswhether fiscal-policy
rules, likethetax-raterulein thelast chapter, should be considered. If arulelikethis
were used by acountry after joining the EMU, it would likely lower the stabilization
costsof joining. Indoing so, however, onewould haveto takeinto account therather
strict fiscal-policy constraints that are imposed on countries that join the EMU.

There are some possible biasesin the Table 12.1 estimatesthat are more difficult
to examine. Thereis, for example, no labor mobility in the model, and to the extent
that there is labor mobility between countries in Europe the real stabilization costs
are likely to be smaller than those in Table 12.1. It would be difficult to modify
the MC model to try to account for labor mobility. Also, if the change in regimes
results in the shocks across countries being more highly correlated than they were
historicaly, thisislikely to biasthe current cost estimatesupwards. Themorehighly
correlated are the shocks, the more is the common European monetary policy rule
likely to be stabilizing for the individual countries. It would be difficult to try to
estimate how the historical correlations might change.

It may also be the case that the historical shocks used for the stochastic-
simulation draws aretoo large. The shocks are estimated residualsin the stochastic
eguations, and they reflect both pure random shocks and possible misspecification.
However, if the shocks are too large, it is not clear how the cost estimates in Ta-
ble 12.1 would be affected since using the correct smaller shocks would lower the
values of L; for all the experiments.

Another issue to consider is whether the EMU regime increases credibility. If,
for example, ltalian long-term interest rates are lower after Italy joins (because
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Italian policy is then more credible), this could have a beneficial effect on Italian
growth. Level effectsof this sort are not taken into account in this study, since only
stabilization costs are being estimated.



Chapter 13

RE Models: Optimal Control and
Stochastic Simulation

13.1 Introduction?

The resultsin Chapter 10 suggest that the lossin accuracy from using the certainty
equivalence (CE) assumption to solve optimal control problemsis small. The CE
assumption was used in Chapter 11 to solve optimal control problems of the mon-
etary authority. The stabilization analysis in Chapter 11 required both the use of
stochastic simulation and the solving of optimal control problems using CE. This
alowed the stabilization effectiveness of different rulesto beanalyzed. Thischapter
shows that the analysis in Chapter 11 can also be applied to rational expectations
(RE) models under the CE assumption.

Almost al the recent studies that have used RE models to analyze stabilization
questions have relied on small linear models. For example, only one of the studies
in Taylor (1999a)—L evin, Wieland, and Williams (1999) (LWW)—useslarge scale
models, and LWW do not solve optimal control problems. They use linearizations
of the Federal Reserve model and the Taylor multicountry model to compute un-
conditional second moments of the variables in the models. In the recent study of
Clarida, Gali, and Gertler (2000) a four equation calibrated model is used. Finan
and Tetlow (1999) discuss the optimal control of large models with rational expec-
tations, but their method is limited to linear models. The results in this chapter
show that the analysis of stabilization questions need not be limited to small linear
models when the models have rational expectations.

The model used for the results in this chapter is the US(EX,PIM) model dis-
cussed in Section 11.4.1 with the addition of rational expectations in the bond

IThe results in this chapter are updates of those in Fair (2003a).
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Table 13.1
Notation in Alphabetical Order

maximum lead

number of DFP iterations needed for convergence

number of stochastic simulation repetitions

extra periods beyond i needed for convergence

number of function evaluations needed for line searching

number of entire-path computations needed for convergence

number of one-period passes heeded for convergence

number of control variables

length of simulation period

length of optimal control horizon needed for first-period convergence
length of stochastic simulation period (number of control problems solved)
length of optimal control period

NuDROR ZINAF S~

market and where households have rational expectations with respect to future
values of income. It is presented in Section 13.8.

This chapter is based on the assumption of known coefficients. (Asin Chapters
11 and 12, & istaken to befixed.) It does not consider, for example, the possibility
of unknown coefficients and learning. Amman and Kendrick (1999) consider this
casewithin the context of thelinear quadratic optimization problem for modelswith
rational expectations. It would be interesting in future work to consider the case of
unknown coefficients with learning in the more general setting here.

For ease of reference, Table 13.1 lists some of the notation used in this chapter.

13.2 The RE Model
The RE model was presented as model 1.2 in Section 1.4, and it is repeated here:

fiyes et e Yi—p> Ei_1yi, Ei—1Yit1, - o5 B aYiqpn, X, ) = uj;
. 1.2
i=1....,n, t=1...,T,

where y; is an n—dimensional vector of endogenous variables, x; is a vector of
exogenous variables, E, ; is the conditional expectations operator based on the
model and on information through period r — 1, «; is avector of parameters, and
u;, isan error term with mean zero that may be correlated across equations but not
acrosstime. Thefirst m equations are assumed to be stochastic, with the remaining
equationsidentities. Thefunction f; may be nonlinear in variables, parameters, and
expectations.
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13.3 Solution of RE Models

Consider the solution of model 1.2 for period . Assume that estimates of «; are
available, that current and future values of the exogenous variables are available,
and that all valuesfor periods s — 1 and back are known. If the current and future
values of the u;; error terms are set to zero (their expected values), the solution of
the modd is straightforward. A popular method is the extended path (EP) method
in Fair and Taylor (1983), which has been programmed into a number of computer
packages. The method iterates over solution paths. Values of the expectations for
period ¢ through period r + h + k + h arefirst guessed, where & isthe maximum |lead
in the model and k is chosen as discussed below. Given these guesses, the model
can be solved for periods ¢ through 7 + /& + k in the usual ways (usually period
by period using the Gauss-Seidel technique). This solution provides new values
for the expectations through period r + & + k, namely the solution values. Given
these new vaues, the model can be solved again for periods ¢ through ¢ + & + k,
which provides new valuesfor the expectations, and so on. Convergenceisreached
when the predicted values for periods ¢ through ¢ + h from one iteration to the
next are within a prescribed tolerance level of each other. (Thereis no guarantee of
convergence, but in most applications convergenceis not a problem.)

In this process the guessed values of the expectationsfor periodst + i +k + 1
through ¢t + h + k + h (the h periods beyond the last period solved) have not been
changed. If the solution values for periods ¢ through ¢ 4+ 4 depend in a nontrivial
way on these guesses, then overall convergence has not been achieved. To check for
this, the entire process can be repeated for k£ one larger. If increasing k& by one has
atrivia effect (based on atolerance criterion) on the solution values for ¢ through
t + h, then overall convergence has been achieved; otherwise k must continueto be
increased until the criterionismet. In practicewhat isusually doneisto experiment
to find the value of k that is large enough to make it unlikely that further increases
are necessary for any experiment that might be run and then do no further checking
using larger values of k.

The solution requiresvaluesfor x, through x, ,.«, the current and future values
of the exogenous variables. These values are what the agents are assumed to know
or expect at the beginning of period ¢. If agents are assumed not to have perfect
foresight regarding x,, then after convergence as described above has been achieved,
one more step is needed. This step is to solve the model for period ¢ using the
computed expectations and the actual value of x;, not the value that the agents
expected. Thisisjust a standard Gauss-Seidel solution for period ¢. To the extent
that the expected value of x, differs from the actual value, E; 1y, will differ from
thefinal solution valuefor y,. Thefinal solution valuefor y; isconditional on 1) the
use of zero errors, 2) the actual value of x,, and 3) the values of x; through x, 1«
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that are used by the agents.

So far only the solution for period ¢ has been described. In many cases oneis
interested in a dynamic simulation over a number of periods, say the Q periods ¢
through ¢+ + O — 1. If it is assumed that all exogenous variable values are known
by the agents, this simulation can be performed with just one use of the EP method,
where the path is from ¢ through t + O — 1 4+ h + k rather than just ¢ through
t 4+ h + k. With known exogenous variabl es, the solution valuesfor the expectations
are the same as the overall solution values, and so if convergence is reached for the
expectations for periods ¢ through + + Q — 1 + h, the model has been solved for
periodst throught + Q — 1.

If the actual values of the exogenous variables differ from those used by the
agents, then Q separate uses of the EP method are required to solve for ¢ through
t+ Q —1. Itisnolonger the case, for example, that E,_1y,.1 equals E, y, ;1 because
theinformation setsthrough periods: —1 and ¢ differ. Thelatter includesknowledge
of x; andtheformer doesnot. For simplicity this chapter will only consider the case
in which agents know the exogenous variables. It is straightforward but somewhat
tedious to incorporate the case in which the exogenous variables are not known.

A useful way of estimating the computational cost of the EP method is to
calculate the number of “passes’ through the model that are used. A pass using
the Gauss-Seidel technique is going through the equations of the model once for
a given period and computing the values of the left hand side variables given the
values of the right hand side variables. Let N denote the number of passes that are
needed to obtain Gauss-Seidel convergencefor agiven period, and let M denotethe
number of times the entire path has to be computed to obtain overall convergence
(assuming that & has been chosen large enough ahead of time). Then the total
number of passes that are needed to solve the moddl for the Q periods ¢ through
t+Q—1isN-M-(Q + h + k), since the path consists of Q + & + k periods.
If the model does not have rational expectations, the total number of passesis just
N-Q.

13.4 Optimal Control for RE Models

The optimal control procedure outlined in Section 1.7 can be used for RE models
under the CE assumption. The procedure simply requiresthat the model be capable
of being solved for a given set of control values. The solution can be done using
the EP method discussed above.

To set up the problem, assume that the period of interest is¢ throught + 7 — 1
(ahorizon of length T') and that the objective is to maximize the expected value of
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W, where W is
t+T-1

W= 3 g0 (13.2)

Let z; be a g—dimensional vector of control variables, where z; is a subset of x;,
and let z betheq - (T 4+ h + k)—dimensional vector of al the control values: z =
(zrs - -+ ZeaT+h1k—1), Where k istaken to be large enough for solution convergence
through period ¢ + T — 1.2 If al the error terms are set to zero, then for each value
of z one can computeavalue of W by first solving the model for y;, ..., y,+7—-1 and
then using these values along with the values for x;, ..., x,y7_1 to compute W in
equation 13.1. The problem can then be turned over to an optimization algorithm
like DFP.

Once the problem is solved, z, the optimal vector of control values for period
t, isimplemented. If, for example, the Fed is solving the control problem and there
is one control variable—the interest rate—then the Fed would implement through
open market operations the optimal value of the interest rate for period ¢. In the
processof computing z; the optimal valuesfor periodss+1throught+7+h+k—1
are also computed. Agents are assumed to know these values when they solve the
model to form their expectations. For the Fed example, one can think of the Fed
implementing the period ¢ value of theinterest rate and at the same time announcing
the planned future values.

After z* isimplemented and period ¢ passes, the entire process can be repeated
beginning in ¢ + 1. In the present deterministic case, however, the optimal value of
Z;+1 chosen at the beginning of # + 1 would be the same as the value chosen at the
beginning of ¢, and so there is no need to reoptimize. Reoptimization is needed in
the stochastic case, which is discussed in Section 13.6.

Each evaluation of W requires N - M - (T + h + k) passes, since the path is of
length T + h + k. Each iteration of the DFP algorithm requires 2q - (T + h + k)
evaluationsof W to computethederivatives numerically, assuming that two function
evaluations are used per derivative calculation, and then afew more evaluations to
do the line searching. Let L denote the number of evaluations that are needed for
the line searching after the derivatives have been computed, and let I denote the
total number of iterations of the DFP algorithm that are needed for convergence to
the optimum. Thetotal number of evaluationsof W isthus?’ - (2g - (T + h + k) +
L). Since from Section 13.3 the number of passes needed to solve a model for T
periodsisN - M - (T + h + k), the total number of passes needed to compute z* is
N-M-(T+h+k)-1-2q-(T+h+k) +1L).

2Remember that the guessed values of the expectationsfor periodss + T + h + k through z + T +
h+k + h — 1arenever changed in the solution. & hasto be large enough so that increasing it by one
has atrivia effect on the relevant solution values.
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13.5 Stochastic Simulation of RE Models

Forget optimal control for now and assume that some (not necessarily optimal)
control rule is postulated. The stabilization features of a rule can be examined
using stochastic simulation, asin Chapter 11. One first needs an estimate of typical
shocksto the economy, and asin Section 11.3.2 these can betaken to betheestimated
residuals.

Attherisk of somerepetition, it will beuseful to outlinethe stochastic simulation
procedure for the case of an RE model. Assume that the periods of interest are ¢
through ¢ 4+ § — 1. The stepsto estimate the variances of the endogenous variables
for these periods under the rule are as follows:

1. Let u}, an m-dimensional vector, denote a particular draw of the m error
terms for period ¢, drawn from a set of estimated residuals. Assume that
agents know this draw but use zero values of the errors for periodst + 1 and
beyond. (This meansthat the certainty equivalence assumption isbeing used
for agents for future periods.) Then solve the model (with the rule included)
for period ¢ using the EP method. Record the solution values for period ¢.

2. Draw avector of error terms for period 7 + 1, uj, ,, and use these errors and
the solution values for period ¢ to solve the model for period ¢ + 1 using the
EP method. For this solution agents are assumed to use zero values of the
errors for periods ¢ 4+ 2 and beyond. Record the solution values for period
r+ 1

3. Repeat step 2 for periods r + 2 through # + S — 1. This set of solution
valuesis onerepetition. From this repetition one obtains a prediction of each
endogenous variable for periods r through ¢ + § — 1.

4. Repeat steps 1 through 3 J timesfor J repetitions.

5. Let yl.jt denotethevalueonthe jthrepetition of variablei for period¢. Given J
repetitions, equations 9.1-9.3 can be used to compute the mean and variance
of variable i for period ¢. Also, L; can be computed using equations 11.1—
11.2.

In the above steps agents are assumed to know the draw u; when solving the
mode! beginning in period ¢, to know the draw uj,, when solving the model be-
ginning in period ¢ + 1, and so on. The steps could be set up so that agents do not
know these draws and use zero errors instead. In this case the expectations would
be computed using all zero errors, and after this the mode would be solved using
these computed expectations and the drawn error vector. For reasons that will be
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clear inthe next section, the focus here is on the case where the current period draw
is known.

Thetotal number of passesthat are needed for the J repetitionsisJ - S-N - M -
(h + k), since each path is of length 2 + k and there are J - S paths solved.

13.6 Stochastic Simulation and Optimal Control

Intheoptimal control casethecontrol ruleisdropped and an optimal control problem
is solved to determine the values of the control variables. The stepsthat are needed
to estimate the variances of the endogenous variablesin this case are similar to those
in the previous section. The differenceisthat after each draw of the error vector an
optimal control problem has to be solved. Continue to assume that the periods of
interest are r through r + S — 1. The steps are:

1. Draw u; asin Section 13.5. Assume that both the control authority and the
agents know this draw but use zero values of the errors for periods + 1 and
beyond. Given this draw and the zero future errors, solve the (deterministic)
control problem beginning in period ¢ as in Section 13.4. This solution
produces z;, the optimal value of the control vector for period 7, which is
implemented. Record the solution values for period 7.

2. Draw avector of error termsfor period s +1, u;, ,, and usetheseerrorsandthe
solution values for period ¢ to solve the control problem beginning in period
t + 1. For this problem the control authority and the agents are assumed to
use zero values of the errors for periods ¢+ + 2 and beyond. This solution
produces z;', ;, the optimal value of the control vector for period # + 1, which
isimplemented. Record the solution values for period ¢ + 1.

3. Repeat step 2 for periods s + 2 through r + S — 1. Thisset of solution values
is one repetition. From this repetition one obtains the implemented optimal
values, z,...,z;, s_;, and aprediction of each endogenousvariablefor periods
t through t 4+ S — 1 based on these values.

4. Repeat steps 1 through 3 J timesfor J repetitions. Thisproduces J values of
y};, asin Section 13.5. Also L; can be computed using equations 11.1-11.2.

Thevaluesof L; computed using thisoptimal control procedure can be compared
to the values computed in Section 13.5 using other rules. The steps are set up so
that both procedures assume that agents know the current period draw of the error
terms. In addition, any rule used in Section 13.5 in effect knows the draw, as does
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the control authority in this section. The information sets are thus the same for the
comparisons.

In step 1 acontrol problem is solved beginning in period ¢. 1n Section 13.4 the
horizon of the control authority regarding the objective function was taken to be
length T and values of the control variables were computed for periods ¢ through
t+ T+ h+k—1 Instep 1, however, it may be possible to shorten the horizon.
What step 1 needs are only the solution values for period 7 (including z;), and the
horizon only needsto be taken long enough so that increasing it further has atrivial
effect (based on atolerance criterion) on the values for period r. One caninitialy
experiment with different values of the horizon to see how large it hasto be to meet
the tolerance criterion. Let R denote this length. This value of R can be used in
step 2 for the control problem beginning in period ¢ + 1, and so on.

The overall procedure requiresthat S control problems be solved per repetition,
and sowith J repetitionsthereare J - S control problems solved, each with ahorizon
of length R. The total number of passesin this case isthus:

Number of passes=J-S-N-M-(R+h+k)-1-(2¢-(R+h+k)+L). (13.2)

In term of speed it is obviously important that efficient code be written for
passing through the model, since most of the time is spent passing through. A
practical way to proceed after the code is written is to set limitson N, M, I,
and J that are small enough to make the problem computationally feasible (like
completion within an hour or two). Once the bugs are out and the (preliminary)
results seem sensible, the limits can be gradually increased to gain more accuracy.
If two cases are being compared using stochastic simulation, such asasimple rule
versus an optimal control procedure, the same draws of the errors should be used
for both cases. This can considerably lessen stochastic simulation error for the
comparisons.

13.7 Coding

As just noted, it is important that efficient code be written to pass through the
equations of a model. Let PASS(r) denote a subroutine written to pass through
the model once for period r. Let SOLVE(s,Q) denote a subroutine written to solve
arational expectations model for periods s through s + Q -1 using the extended
path method. SOLVE(s,Q) calls PASS(r) many times for r equal to s through s +
Q-1+ h+Kk, where histhe maximum lead and k is chosen as discussed in the
text. Let DFP(s,R) dencte a subroutine written to solve an optimal control problem
with beginning period s and necessary horizon R (as discussed in Section 13.6).
DFP(s,R) calls SOLVE(s,R) one time per evaluation of the objective function W.
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Finaly, let DRAW(s) denote a subroutine written to draw a vector of error terms
for period s. The outline of the program to do stochastic simulation and optimal
control asin Section 13.6 is:

DO 100 j =1, J
DO 200 s =t, t+S-1
CALL DRAWS)

CALL DFP(s,R)
Call s SOLVE(s,R) once per evaluation of W
Calls PASS(r) many tines for r = s, s+R-1+h+k.
Record predicted values on trial j for period s.
200 CONTI NUE
100 CONTI NUE

13.8 An Example: An RE Version of the US(EX,PIM)
Model

A modified version of the US(EX,PIM) model that was used for the results in the
second half of Table 11.2 was used for the present calculations. Five equations
were changed: the three consumption equations, 1, 2, and 3, and the two term
structure equations, 23 and 24. In each of the consumption equations the income
variable, which enters as a current value, was replaced by the average of the values
led one through four quarters. In other words, if y, denotes the income variable, it
was replaced by (1/4)(y,+1 + Yi+2 + Yi+3 + yi+a). The three equations were not
reestimated; the existing coefficient estimate for the income variable was retained.
Equation 23, which determines R B, was replaced by

1
RB, = é(RS,—|—RS,H—l—RSHz—I—RS,+3—|—RS,+4+RS,+5+RS,+6+RS,+7) (23)

Equation 24, which determines RM, was replaced by the same equation. The
expectations of the future values were assumed to be rational (model consistent).
For this version the maximum lead length, %, iS 7.

Theprobleminrow 9inTable 11.2 was solved for thisversion of themodel. As
in Chapter 11, the estimated residuals were added to the stochastic equations and
taken to be exogenous. The residuals that are added for equations 1, 2, 3, 23, and
24 are the residuals computed from the new specification, so that the equations fit
perfectly when the residuals are added. The estimated residuals used for the draws,
however, are the residual s estimated from the original specification. The draws are
thus the same as they are for the resultsin row 9in Table 11.2.

Theparametersfor thisproblemareasfollows. Thesimulation periodis1994:1—
1998:4, and so0 S is 20. (Remember that S is the number of deterministic optimal
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control problems solved per trial.) k was taken to be 8, and some experimentation
revealed that avalue of 5for R was adequate. The DFP iteration limit, 7, was taken
to be 10. The number of function evaluations needed for line searching, L, turned
out to beabout 10. Nolimitswereimposed on N and M. Thetolerancecriterion for
a Gauss-Seidel iteration was 0.1 percent, and the tolerance criterion for extended
path convergencewas 0.2 percent. It turned out that extended path convergence was
almost alwaysreached in 2 iterations, so M was effectively 2. The average value of
N turned out to be 3.56. The number of control variables, ¢, is 1, where the control
variableis RS. Thetotal number of trials, J, was taken to be 100.

Using the above numbersthe formula 13.2 gives avalue of 142,400,000 passes.
The actual number of passes was 142,443,689. The example was run using the
Fair-Parke (1995) program. Thetimetaken was 15.5 hourson a 1.7 Ghz PC, which
comes out to about 2,550 passes per second.

Regarding Table 11.2, it is interesting to note that the variability was less for
the RE version. The value of L; for Y was 2.03, which compares to 2.54 in row
9. Thevalue for PF was 3.11 compared to 3.17, and the value for RS was 0.63
compared to 0.96. These differences are as expected. A given change in RS is
more effective in the RE version because the long term interest rates respond faster
and consumption responds faster. More stability can thus be achieved with similar
interest rate changes.

Thetime of 15.5 hours on afairly standard PC shows that the procedure in this
chapter isintherealm of computational feasibility evenfor anonlinear model of over
100 equations with a nontrivial lead length (i.e., 7). As mentioned above, a good
approach is to set fairly small limits on the relevant parameters and then increase
the limits to gain more accuracy after the bugs are worked out. One programming
issuethat isimportant is setting the step size for the numeric derivatives used by the
DFP algorithm. The step size must be larger than the solution tolerance criteriain
order for the computed derivativesto be any good. Some experimentation isusually
needed to get this right.

For thenon RE version of themodel M is1and h and k are zero, and in thiscase
the number of passes in the above example would be 7,120,000. Thisis 5 percent
of the number of passesfor the RE version.

13.9 Conclusion

This chapter has shown that it is computationally feasible to solve stochastic simu-
lation and optimal control problemsfor large nonlinear model swith rational expec-
tationsif certainty equivalenceisused. Theanalysis of monetary and fiscal policies
need not be restricted to the use of small models or linear models. In particular,
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results like those in Table 11.2 can be obtained for RE models.

What is lost by the use of the open loop procedure of certainty equivalence
and reoptimization in Section 13.6? Agents know when they solve the model to
form their expectations the current period values of the control variables that are
implemented and the announced planned future values. They take the planned
future values as deterministic rather than stochastic, and they take the future error
termsto be deterministic, namely zero. Agentsdo not takeinto account the fact that
everything will be redone at the beginning of each period after the error terms for
that period arerealized and known. The overall procedureisthus not fully optimal.
In some casesthismay be aseriousproblem, and if so, the procedurein Section 13.6
isof little use.
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Chapter 14

Model Comparisons

14.1 Introduction

This chapter compares the US model to two other models in terms of predictive
accuracy. The two other models are a vector autoregressive (VAR) model and
an autoregressive components (AC) model. It will be seen that the US model
dominates the others, which is consistent with previous results.® Two versions of
the US model are used for the comparisons: the regular version and a version in
which an autoregressive equation isadded for each exogenousvariable. Thissecond
version will be called the “US+” model.

14.2 The US+ Model

The US+ modéd isthe US model with an additional 85 stochastic equations. Each
of the additional equations explains an exogenous variable and is afifth order au-
toregressive eguation with the constant term and time trend added. Equations are
estimated for all the exogenous variables in the model except the price of imports,
PIM, the age variables, the dummy variables, the variables created from peak to
peak interpolations, and variables that are constants or nearly constants. All the
exogenous variables in the model are listed in Table A.2. Those for which autore-
gressive equations are not estimated are: al the dummy variables, AG1l, AG2,
AG3,CDA,DELD,DELH, DELK,DRS,HFS,HM,IHB,IHHA, JJP,
LAM,MUH,PIM, T, TAUG, TAUS, TRGR,WLDF,WLDG,andWLDS.
Excluding these variables | eft 85 variables for which autoregressive equationswere
estimated. Logswere used for some of the variables. Logswere not used for ratios,

1see Fair (1994), Sections 8.6 and 8.7. Chapter 9 in Fair (1994) contains a comparison of the
overall MC model to an autoregressive version, but this work has not been updated here.

191



192 CHAPTER 14. MODEL COMPARISONS

for variables that were negative or sometimes negative, and for variables that were
sometimes close to zero. The estimation technique was ordinary least squares.

PIM isavariable that changed very little in the 1950s and 1960s, had a huge
increase in the 1970s, and then changed little after that. Its movements over the
sample period are heavily influenced by OPEC oil pricing decisions. It does not
seem sensible to postulate atime series equation for this variable, and so it istaken
to be exogenous in the US+ model. It is also taken to be exogenous in the VAR
model below.

The US+ model has no hard to forecast exogenous variables (except P I M), and
in this sense it is comparable to the VAR and AC models discussed below, which
have no exogenous variables other than the constant term and timetrend (and P I M
for the VAR model). On the other hand, adding autoregressive equations for the
exogenous variables may bias the results against the model. McNees (1981), p.
404, argues that the method handicaps the model: “It is easy to think of exogenous
variables(policy variables) whosefutureval ues can beanticipated or controlled with
complete certainty even if the historical values can be represented by covariance
stationary processes, to do sointroduces superfluouserrorsinto themodel solution.”

14.3 The VAR Model

The seven variables in the VAR model used here are 1) the log of real GDP,
logGDPR, 2) the log of the GDP price deflator, log G D P D, 3) the log of the
wage rate, log W F, 4) the log of the money supply, log M 1, 5) the unemployment
rate, U R, 6) the three-month Treasury bill rate, RS, and 7) the log of the import
price deflator, log PI M. These are the same variables used by Sims (1980) with
the exception of RS, which has been added.

Each of thefirst six variablesis taken to be a function of the constant, thetime
trend, its first four lagged values, and the first two lagged values of each of the
other six variables. There are thus 18 coefficients to estimate per each of the six
eguations. As noted above, no equation is postulated for log PIM. PIM istaken
to be exogenous.

Theresultsin Fair and Shiller (1990) and Fair (1994), Chapter 8, show that VAR
resultsare not very sensitive to somewhat different choices of lags. The choice here
of only two lags for the non own variables saves degrees of freedom.

14.4 The AC Model

If oneis only interested in GDP predictions, the resultsin Fair and Shiller (1990)
suggest that “ autoregressive components’ (AC) modelsare more accuratethan VAR
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models. An AC model is one in which each component of GDP is regressed on its
own lagged values. GDP is then determined from the GDP identity, as the sum
of the components. AC models do not have the problem, as VAR models do, of
adding large numbers of parameters as the number of variables (componentsin the
AC case) isincreased.

There are 17 components of GD P R in the US model (counting the statistical
discrepancy ST AT P), and the AC model consists of estimated equations for each
of these components.? Each of the 17 components is taken to be a function of the
constant, the time trend, and its first five lagged values. The equations are in log
form except for the equations for IV F and STAT P.2 The final equation of the
AC model isthe G D P R identity, where G D P R isthe sum of the 17 components
(withaminussign for 1 M).

14.5 Outside Sample RMSEs

One- through eight-quarter-ahead outside sample RM SEs were computed for each
of the four models. Consider the US model. The model was first estimated (by
2SLS) for the 1954:1-1982:4 period, and these coefficientswere used in adynamic
prediction for the 1983:1-1984:4 period. These predictions were recorded. The
model wasthen estimated for the 1954:1-1983:1 period, and these coefficientswere
usedto predict the 1983:2-1985:1 period. Thisprocesswasrepeated through theend
of thesample. Thelast estimation period was 1954:1-2002:2, and thelast prediction
period was 2002:3-2002:3. This gave 79 one-quarter-ahead predictions, 78 two-
quarter-ahead predictions, and so on through 72 eight-quarter-ahead predictions.
Root mean squared errors were then computed. The same process was repeated for
the other three models. For the US+ model the 85 additional equationsweretreated
like the 30 structural equations, namely reestimated for each sample period. (The
85 additiona equations are estimated by ordinary least squares.)

The results are presented in Table 14.1 for the log of real GDP, the log of the
GDP price deflator, the unemployment rate, and the bill rate. For the AC model the
only relevant variableisthelog of real GDP. Theresultsare easy to summarize. For
G D P R theAC model ismore accurate than the VAR model. TheUSmodel ismore
accurate than the AC model, and the US+ model is also except for the one-quarter-

2The 17 components in aphabetical order are CD, CN, COG, COS,CS, EX,IHF,IHH,
IKB,IKF,IKG,IKH,IM,IVF,PSI13(JG-HG+JM-HM),PSI13-JS-HS,and STAT P.
The variable PSI13(JG - HG + JM - HM) is federal government purchases of services, and the
variable PSI13- JS - HS isstate and local government purchases of services.

3For the resultsin Sections 8.6 and 8.7 in Fair (1994) each of the equations of the AC model had
thefirst two lagged valuesof G D P R added. Asnoted in footnote 4 bel ow, the resultsare not sensitive
to this choice.



194 CHAPTER 14. MODEL COMPARISONS

Table 14.1
Outside Sample RMSEs
logGDPR logGDPD 100- UR RS
Quarters Ahead QuartersAhead Quarters Ahead Quarters Ahead

Model 1 4 8 1 4 8 1 4 8 1 4 8

us 045 102 146 | 026 0.78 139
uUs+ 054 133 184 | 029 087 152
VAR 063 197 320 | 022 077 184
AC 053 143 225

023 057 0.70
019 060 0.90
022 078 09

052 146 1.80
053 159 203
055 174 301

o Prediction period: 1983:1-2002:3; 79 one-quarter-ahead predictions; 76 four-quarter-ahead predic-
tions; 72 eight-quarter-ahead predictions.
o Errors are in percentage points.

ahead prediction, where there is essentially atie* For GDP D the VAR model
is best by a dight amount for the one-quarter-ahead prediction, but by the eight-
quarter-ahead prediction it is noticeably the worst. For both UR and RS the US
and US+ models are better than the VAR model except for the one-quarter-ahead
prediction for U R, where the VAR model is dightly better than the US model.
Overdl, by eight quarters ahead the US and US+ models are substantially more
accurate than the VAR model.

14.6 FS Tests

The one-quarter-ahead RMSEsin Table 14.1 are based on 79 predictions. The RM-
SEscannot be used to tell whether the predictionsfrom one model haveindependent
information from those in another model. The FStestsallow thisto be done. Inthe
present context the question iswhether the VAR model, which is much smaller than
the US model, contains any information useful for prediction that is not in the US
model. Even though the US model generally beats the VAR model in Table 14.1,
the VAR model may till have independent information. The same question can be
asked of the AC model versus the US model and of the AC model versus the VAR
model.

Itwill beuseful toreview the FSprocedurebriefly. Let,_ Y denoteaprediction
of ¥, made from model 1 using information available at time r — s, and let ,_, ¥
denote the same thing for model 2. The parameter s is the length ahead of the
prediction, s > 0. Thetest is based on the following regression equation:

Y, —Y s=a+ ,B(t—xl}lt - Y5+ )/(t—s?Zt — YY)+ (14-1)

4If the first two lagged values of GD PR are added to the AC equations, the RMSEs are 0.51,
1.44, and 2.35 for the one-, four-, and eight-quarter-ahead predictions, respectively, which are quite
closeto the valuesin Table 14.1.
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If neither model 1 nor model 2 contains any information useful for s period ahead
predictions of Y;, then the estimates of 8 and y should both be zero. Inthiscasethe
estimate of the constant term « would be the average s period changein Y. If both
models contain independent information for s period ahead predictions, then 8 and
y should both be nonzero. If both models contain information, but the information
in, say, model 2 is completely contained in model 1 and model 1 contains further
relevant information as well, then 8 but not y should be nonzero.

The procedureisto estimate equation 14.1 for different models’ predictionsand
test the hypothesis H; that 8 = 0 and the hypothesis H, that y = 0. H; isthe
hypothesis that model 1's predictions contain no information relevant to predicting
s periods ahead not in the constant term and in model 2, and H- is the hypothesis
that model 2's predictions contain no information not in the constant term and in
model 1.

This procedure bears some relation to encompassing tests, but the setup and
interests are somewhat different. For example, it does not make sensein the current
setup to constrain 8 and ¥ to sum to one, asis usually the case for encompassing
tests. If both models' predictionsarejust noise, the estimates of both 8 and y should
be zero. Also, say that thetrue processgenerating Y; isY;, = X, + Z,, where X, and
Z, are independently distributed. Say that model 1 specifiesthat Y, isafunction of
X, only and that model 2 specifiesthat Y; isafunction of Z, only. Both predictions
should thus have coefficients of one in equation 14.1, and so in thiscase g and y
would sum to two. It also does not make sense in the current setup to constrain the
constant term « to be zero. If, for example, both models' predictions were noise and
equation 14.1 were estimated without a constant term, then the estimates of g and
y would not generally be zero when the mean of the dependent variable is nonzero.

It is also not sensible in the current setup to assume that v, isidenticaly dis-
tributed. It is likely that v, is heteroskedastic. If, for example, « = 0, 8 = 1,
and y = 0, v, issimply the prediction error from model 1, and in general predic-
tion errors are heteroskedastic. Also, if k period ahead predictions are considered,
where k > 1, thisintroduces a k — 1 order moving average process to the error
term in equation 14.1. Both heteroskedasticity and the moving average process
can be corrected for in the estimation of the standard errors of the coefficient es-
timates. This can be done using the procedure given by Hansen (1982), Cumby,
Huizinga, and Obstfeld (1983), and White and Domowitz (1984) for the estimation
of asymptotic covariance matrices. Let = (o« 8 y)'. Also, define X asthe T x 3
matrix of variables, whoserow ¢ is X, = (1 ,_, Y1, — Y,_, ,_ Yo — Y,_,), and let

51 both models contain the same information, then the predictions are perfectly correlated, and A
and y are not separately identified.
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4, =Y, —Y,_, — X,0. The covariance matrix of 8, V(9), is

V)= X X) s x)t (14.2)
where .
S=Qo+ Y (2 +2Q) (14.3)
j=1
T
Q] = Z (l/ltl/ltfj)Xlthj (144)
t=j+1

where 6 isthe ordinary least squares estimate of # and s is the prediction horizon.
When s equals 1, the second term on the right hand side of 14.3 is zero, and the
covariance matrix is simply White's (1980) correction for heteroskedasticity.

As an alternative to equation 14.1 the level of Y; could be regressed on the
predicted levels and the constant term. If Y, is an integrated process, then any
sensible prediction of Y, will be cointegrated with Y; itself. In the level regression,
the sum of 8 and y will thus be constrained in effect to one, and onewould in effect
be estimating one less parameter. If Y; is an integrated process, running the levels
regression with an additional independent variable Y, _; (thereby estimating 8 and
y without constraining their sum to one) is essentially equivalent to the differenced
regression 14.1. For variablesthat are not integrated, the levels version of 14.1 can
be used.

The results of various regressions are presented in Table 14.2. For logGD PR
andlog G D P D equation 14.1 isused, and for U R and RS theequationin levelsin
used. One- and four-quarter-ahead predictions are analyzed. Again, the results are
easy to summarize. For GD P R the AC model dominates the VAR model for both
the one-quarter-ahead and four-quarter-ahead predictions. For thisvariablethe US
model dominates both the AC and VAR models. The US+ model dominates the
AC and VAR modelsfor the four-quarter-ahead predictions, but for the one-quarter-
ahead predictions the AC and VAR predictions appear to contain some independent
information, with z-statistics of 1.97 and 2.10, respectively.

For G D P D theVVAR one-quarter-ahead predictions have independent informa-
tion relative to the US and US+ models, but not the four-quarter-ahead predictions.
Thesameistruefor U R. For RS the US and US+ model s dominate the VAR model
for the one-quarter-ahead predictions. For the four-quarter-ahead predictions, how-
ever, the VAR model dominates the US+ model and the VAR and US predictions
aretoo collinear to allow any conclusion to be made. Overall, the predictions from
the VAR model contains at best only a small amount of information not in the
predictions from the US and US+ models.
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Table 14.2
FS Tests: Equation 14.1 Estimates

One-Quarter-Ahead Predictions

AlogGDPR
cnst us us+ VAR AC SE
1 -.0004 .827 102 .00437
(-0.30) (6.80) (0.99)
2 -.0009 .821 .180 .00438
(-0.55) (6.24) (0.82)
3 .0019 541 .252 .00518
(1.34) (3.31) (2.10)
4 .0003 452 544 .00520
(0.18) (2.36) (2.97)
5 .0005 .210 712 .00530
0.27) (152) (2.62)
AlogGDPD
6 .0014 .383 .306 .00176
(266) (469 (3.00)
7 .0015 .358 .298 .00185
(2.57) (3.44) (2.40)
100- UR
8 .0031 .605 .349 .00172
(301 (6.15) (3.31)
9 .0025 721 234 .00172
(2.52) (6.17) (1.89)
RS
10 -.494 .835 .245 476
(-1.92) (452 (1.59)
11 -472 .838 .251 482
(-1.79) (4.28) (1.55)
Four-Quarter-Ahead Predictions
AlogGDPR
1 -.0005 1104 -.146 .00997
(-0.08) (6.34) (-1.24)
2 -0026 .959 .061 .01020
(-0.31) (3.54) (0.16)
3 .0040 1.158 -.146 .01295
(0.45) (359 (-0.67)
4  -.0068 762 .524 .01265
(-0.62) (2.23) (1.15)
5 -.0061 .051 1128 .01451
(-0.45) (0.31) (268
AlogGDPD
6 .0056 476 212 .00463
(222) (279 (1.18)
7 .0058 441 227 .00486
(2.07) (2.31) (1.16)
100- UR
8 .0180 .887 -.144 .00416
423 (7.97) (-1.00)
9 .0142 911 -.165 .00536
(2.39) (4.34) (-0.67)
RS
10 762 515 .335 1.389
(0.46) (1.27) (1.38)
11 2.224 .100 .519 1.445
(1.39) (0.25) (2.31)

e Same predictions as used in Table 14.1.
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14.7 Sources of Uncertainty

The resultsin this section show the breakdown of the variance of a prediction into
that due to the additive error terms, to the coefficient estimates, and to the possible
misspecification of the model. The breakdown between the first two of these has
already been presented in Table 9.4. The measures of variability in Table 9.4 are
ranges, and in this section the measures used are the sguare roots of the variances
(standard deviations) as computed by equation 9.2.

The results in Table 9.4 are based on 2000 trials, and the same data used for
the no-bias-correction calculations in this table are used for the « and b rows in
Table 14.3. Standard deviations for the one-, four-, and eight-quarter-ahead pre-
dictions are presented for the log of rea GDP, the log of the GDP deflator, the
unemployment rate, and the bill rate. For the a row the coefficients are not reesti-
mated on each trial, whereasthey arefor the b row. Comparing rowsa and b shows
that much more of the variance of aprediction isdueto the additive error termsthan
to the coefficient estimates.

To account for the possible misspecification of the model requires more work.
The following is a brief outline of a method for doing this® Let 52, denote the
stochastic simulation estimate of the variance of the prediction error for ak period
ahead prediction of variablei from asimulation beginningin period¢. Thisestimate
is presented in equation 9.3 except that a k subscript has been added to denote the
length ahead of the prediction.

L et the prediction period begin one period after the end of the estimation period,
and call thisperiods. Fromastochastic simulation beginning in period s one obtains
an estimate of the variance of the prediction error, 52, , in equation 9.3, where again
k refersto the length ahead of the prediction. From this simulation one also obtains
an estimate of the expected val ue of the k period ahead prediction of variablei, fi;,
in equation 9.1. The difference between this estimate and the actua value, y;s.x_1,
is the mean prediction error, denoted €;:

Eisk = Yis+k—1 — Misk (14-5)

If it is assumed that [i;,, exactly equals the true expected value, then €;; in
equation 14.5 is a sample draw from a distribution with a known mean of zero and
variance o2, where 2, isthe true variance. The square of this error, €2, , isthus
under this assumption an unbiased estimate of 02,. One therefore has two

6The method outline here was first presented in Fair (1980a). It is also discussed in Fair (1984),
Chapter 8, and Fair (1994), Chapter 7. The new feature here is that for the stochastic simulations
the coefficients are estimated on each trial, as in Chapter 9, rather than being drawn from estimated
distributions.
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Table 14.3
Sources of Uncertainty: US Model
logGDPR logGDPD 100- UR RS
Quarters Ahead Quarters Ahead QuartersAhead Quarters Ahead

Model 1 4 8 1 4 8 1 4 8 1 4 8

a 063 130 15 | 031 054 076|035 068 083 | 05 116 136
b 068 146 177 | 031 061 092|036 075 093 | 061 122 145
d 053 119 168 | 025 084 178 | 030 054 053 | 057 152 186

e Prediction period: 2000:4-2002:3.

a: uncertainty from structural errors only.

b: uncertainty from structural errors and coefficient estimates.

d: uncertainty from structural errors, coefficient estimates, and possible misspecification of the model.
o Errors are in percentage points.

estimatesof o2, , onecomputed from themean prediction error and one computed by
stochastic simulation. Let d;,;, denote the difference between these two estimates:

dige = €2, — &2, (14.6)

If itisfurther assumed that 62, exactly equalsthetruevalue(i.e, 52, = 02,), then
d;sx 1sthe difference between the estimated variance based on the mean prediction
error and the true variance. Therefore, under the two assumptions of no error in
the stochastic simul ation estimates, the expected value of d;; iszero for acorrectly
specified model.

If a model is misspecified, it is not in general true that the expected value of
d;s is zero. If the model is misspecified, the estimated residuals that are used for
the draws are inconsi stent estimates of the true errors and the coefficient estimates
obtained on each trial are inconsistent estimates of the true coefficients. The effect
of misspecification on d;. is ambiguous, athough if data mining has occurred in
that the estimated residuals are on average too small in absolute value, the mean
of d;y is likely to be positive. In other words, if data mining has occurred, the
stochastic simulation estimates of the variances are likely to be too small because
they are based on draws from estimated residuals that are too small in absolute
value. Inaddition, if the model is misspecified, the outside sample prediction errors
arelikely to be large on average, which suggests a positive mean for the d;,; values.

The procedure described so far uses only one estimation period and one pre-
diction period, where the estimation period endsin period s — 1 and the prediction
period beginsin period s. It resultsin onevalue of d; for each variable i and each
length ahead k. Since one observation is obviously not adequate for estimating the
mean of d;;, more observations must be generated. This can be done by using suc-
cessively new estimation periods and new prediction periods. Assume, for example,
that one has data from period 1 through period 150. The model can be estimated
through, say, period 100, with the prediction beginning with period 101. Stochastic



200 CHAPTER 14. MODEL COMPARISONS

simulation for the prediction period will yield for each i and k avalue of d;101 in
equation 14.6. The model can then be reestimated through period 101, with the
prediction period now beginning with period 102. Stochastic simulation for this
prediction period will yield for each i and k a value of d;1gp;. This process can be
repeated through the estimation period ending with period 149. For the one period
ahead prediction (k = 1) the procedure will yield for each variable i 50 values of
dis1 (s = 101, ..., 150); for the two period ahead prediction (k = 2) it will yield
49 values of d;», (s = 101, .. ., 149); and so on.

The final step in the process is to make an assumption about the mean of d;
that alows the computed values of d;; to be used to estimate the mean. A variety
of assumptions are possible, which are discussed in Fair (1984), Chapter 8. The
assumption made for the work in this section is that the mean is constant across
time. In other words, misspecification is assumed to affect the mean in the same
way for all s. Given this assumption, the mean, denoted as d;;, can be estimated by
merely averaging the computed values of d;yy.

Given d;;, an estimate of the total variance of the prediction error, denoted 62,
is.

Gt = Gige + di (14.7)

Values of the square root of 67, are presented in the d row in Table 11.3. In
calculating thevalues of d; ., thefirst estimation period ended in 1982:4, the second
in 1983:1, and the 79th in 2002:2. Thisgave 79 valuesof d;,, 78 values of d;,,, and
so on through 72 values of d;g. dy isthus the mean of 79 values, do isthe mean
of 78 values, and so on. Each value in the d row is the square root of the sum of
the square of the value in the b row and d;. The number of trials for each of the 79
stochastic simulations was 100. (As noted above, the number of trials used to get
thea row values was 2000, and likewisefor the b row values.) Remember that each
trial consists of anew set of coefficient estimates (except for the a row values).

Table 14.3 shows that the differences between the d and b rows are generally
fairly small. This suggests that the US model is not seriously misspecified. The
largest difference is for the eight-quarter-ahead prediction of GD P D, where the
standard deviation is 0.92 in the b row and 1.78 in the d row. For real GDP the
eight-quarter-ahead » and d row values are 1.77 and 1.68, respectively. For the
unemployment rate the two values are 0.93 and 0.53, and for the bill rate the values
are 1.45 and 1.86.
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14.8 Conclusion

Asnoted in the Introduction, the resultsin this chapter are consistent with previous
results. The US model generally does well against time series models. There is
little information in predictions from times series models that is not in predictions
from the US model.
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Chapter 15

Conclusion

The main empirical resultsin this book are as follows.

U.S. Economy in the 1990s

Chapter 5 shows that there is a standard wesalth effect in the US model. The end-
of-sample tests for the US equations in Chapters 2 and 6 accept the hypothesis of
stability for all the main eguations except the stock price equation. The experiment
in Chapter 6 shows that had there been no stock market boom in the last half of the
1990s the U.S. economy would not have looked historically unusual. The unusual
features were driven by the wealth effect and cost of capital effect from the stock
market boom. Nothing in the profit and productivity data that are discussed in
Chapter 6 suggest that there should have been a stock market boom, and so the
stock market boom appears to be a puzzle.

Price Equations

The tests in Chapter 4 generally reject the NAIRU dynamics. They aso show that
thereis somelossin the movement away from the estimation of structural price and
wage equations to the estimation of reduced form price equations. The rejection of
the NAIRU dynamics has important implications for long run properties, since the
NAIRU dynamicsimply that the price level acceleratesif the unemployment rateis
held below the NAIRU. Thisis not true of the dynamics of the price and equations
of the MC model. Itisargued in Chapter 4, however, that the linear specification of
al these equationsis not likely to be accurate for low values of the unemployment
rate. It seemslikely that as the unemployment rate falls there is some value below
which afurther fall leads to a nonlinear response of prices. Unfortunately, it is not
possibleto estimate this nonlinearity because there are too few observations of very
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low unemployment rates. This meansthat models like the MC model should not be
pushed into areas of very low unemployment rates.

The estimatesin Chapter 8 of European inflation costsin the 1980sfrom amore
expansionary monetary policy are not likely to be affected by the nonlinearity issue
because the experiment is over a period of fairly high unemployment rates. The
estimates show that going out 9 years the unemployment rate in Germany could
have been lowered by over one percentage point with an inflation cost of about 0.6
percentagepoints. Thisisatradeoff that many peopleprobably would have accepted
at the time had they believed it. Anyone who accepted the NAIRU dynamics (see
the beginning of Section 8.1) would not, of course, have believed it.

Monetary Policy

Many of the results in this book pertain to monetary policy. Interest rate rules are
estimated in Chapter 2 for each of the main countries. The first version of the
U.S. rule, equation 30, was estimated in 1978. The tests of this rule accept the
hypothesis of coefficient stability both before and after the early Volcker regime,
1979:4-1982:3, when the Fed announced that it was targeting monetary aggregates
rather than interest rates. The long run inflation coefficient in the estimated rule
isalmost exactly one. The U.S. interest rate appears as an explanatory variable in
many of the interest rate rules of the other countries, and the German interest rate
appears as an explanatory variable in many of the interest rate rules of the other
European countries (before 1999:1).

The effects of nominal versusrea interest ratesin consumption and investment
equationsaretested in Chapter 3, and the results strongly support the use of nominal
interest rates. Nominal interest rates are used in the MC model except for the U.S.
investment equation 12. The experiment in Chapter 7 shows that a positive U.S.
inflation shock with the nominal interest rate held constant is contractionary in the
MC model. Thisisoppositetotheproperty of modern-view models, wherethe shock
is expansionary. The shock is expansionary in modern-view models because the
real interest rate falls and demand responds positively to real interest rate decreases.
The shock is contractionary in the MC model because real income and real wealth
fall, which contracts demand, and because there is no positive effect from the fall
in the real interest rate except for the U.S. investment equation.

This difference between the MC model and modern-view models hasimportant
implications for interest rate rules. In modern-view models the coefficient on in-
flation in the interest rate rule must be greater than one for the model to be stable,
whereas in the MC model the coefficient can even be zero and the model stable.
The results in Chapter 11 show that a rule with a coefficient of zero is stabilizing.
Themonetary-policy implications of modern-view modelsarethus sensitiveto their
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use of the real interest rate and their lack of real income and real wealth effects.
If the models are not adequately specified in this regard, their monetary-policy
implications may not be trustworthy.

EMU Stabilization Costs

Chapter 12 probably pushes the MC model about as far as it should be pushed.
Conditiona on the estimated interest rate rules for Germany, France, Italy, the
Netherlands, and the United Kingdom, it estimates the stabilization costs of thefirst
four countries joining a common-currency area and then all five. Germany is by
far hurt the most, but Italy, the Netherlands, and the United Kingdom are also hurt.
France is helped. The estimated interest rate rule for France is not stabilizing (the
Bank of France mostly just followed what Germany did), and France actually gains
when it is part of alarger rule that is stabilizing. Germany is hurt alot because its
individual interest rate rule is quite stabilizing. Although the results in Chapter 12
are preliminary, the analysis shows that stochastic simulation and the MC model
can be used to try to answer a quite broad stabilization question.

Bootstrapping

The results in Chapter 9 show that the bootstrap appears to work well for the US
model. They also show that in general the use of asymptatic distributions does not
appear to be highly misleading. The asymptotic intervals are dlightly too narrow,
and the use of the AP asymptotic distribution rejects the hypothesis of stability
somewhat too often. The one area where the asymptotic distributions are not very
accurate isin testing the NAIRU dynamicsin Chapter 4. A Monte Carlo technique
isneeded in this case.

For al the stochastic simulations in this book the error draws have been from
estimated residuals rather than from estimated distributions. In addition, if coeffi-
cient estimate uncertainty is taken into account, this has been done by reestimating
the model on each trial rather than by drawing from estimated distributions of the
coefficient estimates. Thisis a change from the stochastic simulation work in Fair
(1984, 1994), and itisin spirit of the bootstrap methodol ogy discussed in Chapter 9.

Certainty Equivalence and Optimal Control

The results in Chapter 10 show that little is lost in using the certainty equivalence
assumption in the solution of optimal control problems for nonlinear models like
the US model. Thisisan important practical result, since it allows optimal control
problems to be solved in Chapters 11 and 13 that would otherwise not be computa-
tionally feasible.
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The optimal control experiments in Chapter 11 show that the estimated rule,
equation 30, gives results that are similar to the Fed minimizing aloss function in
output and inflation in which the weight on inflation deviations is about five times
the weight on output deviations. The resultsin Chapter 11 also show that atax-rate
rule would be of help in stabilizing the economy.

Rational Expectations

The single-equations tests of the rational expectations hypothesis generally reject
the hypothesis. If expectations are not rational, the Lucas critique is not likely to
be a problem, and one can have more confidence in the policy properties of theMC
model, which does not impose rational expectations, than otherwise. If, however,
one wants to impose rational expectations on a model, the results in Chapter 13
show that it is computationally feasible to analyze even large scale versions of
these models, including the use of stochastic simulation and the solution of optimal
control problems.

Testing Equations and Models

The single-equation tests are generally supportive of the specifications, although
there are obviously some weak equations, especially for the smaller countries. The
complete-model testsin Chapter 14 show that the US model dominates time series
models, results that are consistent with earlier work. There are two approaches in
future work that can be taken to try to improve accuracy. One is to work within
the general framework of the MC model, testing alternative individual-equation
specifications as more data become available. Alternative estimation techniques
can also be tried. The other approach is to begin with a different framework, say
one that relies heavily on the assumption of rational expectations or one that has
features of the modern-view model discussed in Chapter 7, and develop and test a
completely different model. If thisis done, tests like those in Chapter 14 can be
used to compare different models.

The currently popular approach in macroeconomics of working with calibrated
modelsdoesnot focuson either single-equation testsor complete-model tests, which
leaves the field somewhat in limbo. Calibrated models are unlikely to do well in
the tests stressed in this book simply because they are not designed to explain
aggregate time series data well. If in the long run the aim is to explain how the
macroeconomy works, these models will need to become empirical enough to be
tested, both equation by equation aswell asagainst time seriesmodel sand structural
models like the MC model.



Appendix A

The US Model

A.1 TablesA.1-A.10

The tables that pertain to the US model are presented in this appendix. Table A.1
presents the six sectors in the US model: household (%), firm (f), financial (b),
foreign (r), federal government (g), and state and local government (s). In order
to account for the flow of funds among these sectors and for their balance-sheet
constraints, the U.S. Flow of Funds Accounts (FFA) and the U.S. Nationa Income
and Product Accounts (NIPA) must be linked. Many of the identities in the US
model are concerned with this linkage. Table A.1 shows how the six sectorsin the
USmodel arerelated to the sectorsin the FFA. The notation on theright side of this
table (H1, FA, etc.) isused in Table A.5 in the description of the FFA data.

Table A.2 lists al the variables in the US model in alphabetical order, and
Table A.3 lists all the stochastic equations and identities. The functional forms of
the stochastic equations are given in Table A.3, but not the coefficient estimates.
The coefficient estimates are presented in Table A.4, where within this table the
coefficient estimatesand testsfor equation 1 arepresentedin TableA 1, for equation 2
in Table A2, and so on. Theresultsin Table A.4 are discussed in Section 2.3.

Theremaining tablesprovidemoredetail ed information about themodel. Tables
A.5-A.7 show how the variables were constructed from the raw data. Table A.8
shows how the model is solved under various assumptions about monetary policy.
Table A.9 lists the first stage regressors per equation that were used for the 2SLS
estimates. Finally, Table A.10 shows which variables appear in which equations.

Therest of thisappendix discussesthe collection of the dataand the construction
of some of the variables.
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A.2 The Raw Data

The NIPA Data

The variables from the NIPA are presented first in Table A.5, in the order in which
they appear in the Survey of Current Business. The Bureau of Economic Analysis
(BEA) is now emphasizing"“chain-type weights’ in the construction of real magni-
tudes, and the data based on these weights have been used here.! Because of the use
of the chain-typeweights, real GDPisnot the sum of itsreal components. To handle
this, adiscrepancy variable, denoted ST AT P, was created, which isthe difference
between real GDP and the sum of its real components. (ST AT P is constructed
using equation 83 in Table A.3.) ST AT P issmall in magnitude, and it is taken to
be exogenous in the model.

The Other Data

The variables from the FFA are presented next in Table A.5, ordered by their code
numbers. Some of these variables are NIPA variables that are not published in the
Survey of Current Business but that are needed to link the two accounts. Interest rate
variables are presented next in the table, followed by employment and population
variables. The source for the interest rate data is the website of the Board of
Governors of the Federal Reserve System (BOG). The source for the employment
and population data is the website of the Bureau of Labor Statistics (BLS). Some
of the employment data are unpublished datafrom the BL S, and these areindicated
as such in the table. Data on the armed forces are not published by the BLS, and
these data were computed from population data from the U.S. Census Bureaw.

Someadjustmentsthat were madeto theraw dataare presented nextin TableA.5.
These are explained beginning in the next paragraph. Finaly, al the raw data
variables are presented at the end of TableA.5 in alphabetical order along with their
numbers. Thisallowsoneto find araw datavariable quickly. Otherwise, one hasto
search through the entire table looking for the particular variable. All the raw data
variables are numbered with an“R” in front of the number to distinguish them from
the variables in the model.

The adjustments that were made to the raw data are as follows. The quarterly
social insurance variables R249-R254 were constructed from the annual variables
R78-R83 and thequarterly variablesR40, R60, and R71. Only annual dataareavail-
able on the breakdown of social insurance contributions between the federal and the
state and local governments with respect to the categories“ personal,” “ government
employer,” and “other employer.” It is thus necessary to construct the quarterly

1seeYoung (1992) and Triplett (1992) for good discussions of the chain-type weights.
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variables using the annual data. It isimplicitly assumed in this construction that as
employers, state and local governments do not contribute to the federal government
and vice versa.

The constructed tax variables R255 and R256 pertain to the breakdown of cor-
porate profit taxes of the financial sector between federal and state and local. Data
on thisbreakdown do not exist. Itisimplicitly assumed in this construction that the
breakdown isthe same asit isfor the total corporate sector.

Thequarterly variable R257, INTPRI, whichisthelevel of netinterest payments
of soleproprietorshipsand partnerships, isconstructed from theannual variable R86,
INTPRIA, and the quarterly and annual dataon Pl1, personal interest income, R53.
Quarterly data on net interest payments of sole proprietorships and partnerships
do not exist. It isimplicitly assumed in the construction of the quarterly data that
the quarterly pattern of the level of interest payments of sole proprietorships and
partnerships is the same as the quarterly pattern of personal interest income.

The quarterly variable R258, INTROW, which is the level of net interest pay-
ments of the rest of the world, is constructed from the annual variable R87, IN-
TROWA, and the quarterly and annual data on PIl, personal interest income, R53.
Quarterly data on net interest payments of the rest of the world do not exist. Itis
implicitly assumed in the construction of the quarterly datathat the quarterly pattern
of thelevel of interest payments of the rest of the world isthe same asthe quarterly
pattern of personal interest income.

The tax variables R57 and R62 were adjusted to account for the tax surcharge
of 1968:3-1970:3 and the tax rebate of 1975:2. Thetax surcharge and the tax rebate
were taken out of personal income taxes (TPG) and put into personal transfer pay-
ments (TRGH). Thetax surcharge numbers were taken from Okun (1971), Table 1,
p. 171. Thetax rebate was 7.8 billion dollars at a quarterly rate.

The employment and population data from the BLS are rebenchmarked from
time to time, and the past data are not adjusted to the new benchmarks. Presented
next in Table A.5 are the adjustments that were made to obtain consistent series.
These adjustments take the form of various“ multiplication factors” for the old data.
For the period in question and for aparticular variable the old dataare multiplied by
the relevant multiplication factor to create data for use in the model. The variables
TPOP90 and TPOP99 listed in TableA.5 are used to phase out multiplication factors.

Table A.6 presents the balance-sheet constraints that the data satisfy. The vari-
ables in this table are raw data variables. The equations in the table provide the
main checks on the collection of the data. If any of the checks are not met, one
or more errors have been made in the collection process. Although the checksin
the table may look easy, considerable work isinvolved in having them met. All the
receipts from sector i to sector j must be determined for al i and j (i and j run
from 1 through 6).
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A.3 Variable Construction

Table A.7 presents the construction of the variablesin the model (i.e., the variables
inTableA.2) fromtheraw datavariables(i.e., thevariablesin TableA.5). Withafew
exceptions, the variablesin the model are either constructed in terms of the raw data
variablesin TableA.5 or are constructed by identities. If the variableis constructed
by an identity, the notation“Def., Eq.” appears, where the equation number is the
identity in Table A.3 that constructs the variable. In afew cases the identity that
constructs an endogenousvariableisnot the equation that determinesitinthemodel.
For example, equation 85 constructs L M, whereas stochasti c equation 8 determines
LM inthemodel. Equation 85 instead determines E, E being constructed directly
from raw datavariables. Also, some of theidentities construct exogenous variables.
For example, the exogenous variables D2G is constructed by equation 49. In the
model equation 49 determines 7 FG, T F G being constructed directly from raw
datavariables. If avariableinthe model isthe sameasaraw datavariable, the same
notation is used for both except that variables in the model are in italics and raw
datavariables are not. For example, consumption expenditures on durable goodsis
CD asaraw datavariable and C D asavariable in the model.

Thefinancial stock variablesin the model that are constructed from flow iden-
tities need a base quarter and abase quarter starting value. The base quarter values
areindicated in Table A.7. The base quarter was taken to be 1971:4, and the stock
values for this quarter were taken from the FFA stock values.

There are also a few internal checks on the data in Table A.7 (aside from the
balance-sheet checksin TableA.6). The variablesfor which there are both raw data
and an identity availableare GDP, MB, PIEF, PUG,and PUS. Inaddition, the
saving variablesin Table A.6 (SH, SF, and so on) must match the saving variables
of the same namein TableA.7. Thereis also one redundant equation in the model,
equation 80, which the variables must satisfy.

There are afew variables in Table A.7 whose construction needs some expla-
nation.

H FS: Peak to Peak Interpolation of H F

HFS isapeak to peak interpolation of H F, hours per job. The peaks are listed in
Table A.7. “Flat end” in the table means that the interpolation line was taken to be
horizontal from the last peak listed on. The deviation of H F from H F' S, which is
variable H F F inthe model, is used in equation 15, which explains overtime hours.
HFS isasousedinequations 13 and 14.
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H O: Overtime Hours

Dataarenot availablefor H O for thefirst 16 quarters of the sample period (1952:1-
1955:4). The equation that explains H O in the model haslog H O on the left hand
side and the constant term, H F F, and H F F lagged once on the right hand side.
The equation is also estimated under the assumption of afirst order autoregressive
error term. The missing datafor H O were constructed by estimating the log H O
equation for the 1956:1-2002:3 period and using the predicted values from this
regression for the (outside sample) 1952:3-1955:4 period as the actual data. The
values for 1952:1 and 1952:2 were taken to be the 1952:3 predicted value.

T AUS: Progressivity Tax Parameter—s

TAUS is the progressivity tax parameter in the personal income tax eguation
for state and local governments (equation 48). It was obtained as follows. The
sample period 1952:1-2002:3 was divided into four subperiods, 1952:1-1970:4,
1971:1-1971:4, 1972:1-2001:4, and 2002:1-2002:3. These were judged from a
plot of THS/YT, the ratio of state and local persona income taxes (T HS) to
taxableincome (Y T'), to be periods of no large tax law changes. Two assumptions
were then made about the relationship between THS and YT. The first is that
within a subperiod THS/POP equals [D1 + TAUS(YT/POP)|(YT/POP)
plus a random error term, where D1 and TAU S are constants. The second is
that changes in the tax laws affect D1 but not TAU S. These two assumptions
led to the estimation of an equation with THS/P O P on the left hand side and
theconstantterm, DUM1(YT/POP), DUM2(YT/POP), DUM3(YT/POP),
DUMAXYT/POP),and (YT /PO P)? on theright hand side, where DU Mi isa
dummy variable that takes on a value of one in subperiod i and zero otherwise.
(The estimation period was 1952:1-2002:3 excluding 1987:2. The observation for
1987:2 was excluded because it corresponded to a large outlier.) The estimate of
the coefficient of DUMi(YT/PO P) is an estimate of D1 for subperiod i. The
estimate of the coefficient of (YT /P O P)? isthe estimate of TAU S. The estimate
of TAUS was .00153, with a t-statistic of 31.76. This procedure is, of course,
crude, but at least it provides arough estimate of the progressivity of the state and
local personal income tax system.

Given TAU S, D1S isdefinedtobe THS/YT — (TAUS - YT)/POP (see
TableA.7). Inthemodel D1S istaken to be exogenous, and T H S is explained by
equation48as[D1S+ (TAUS-YT)/POP]YT. Thistreatment allows astate and
local marginal tax rate to be defined in equation 91: D1SM = D1S+ (2-TAUS -
YT)/POP.
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T AUG: Progressivity Tax Parameter—g

TAUG is the progressivity tax parameter in the personal income tax equation
for the federal government (eguation 47). A similar estimation procedure was
followed for T AU G aswasfollowed abovefor T AU S, where 37 subperiodswhere
chosen. The 37 subperiods are: 1952:1-1953:4, 1954:1-1963:4, 1964:1-1964:4,
1965:1-1965:4, 1966:1-1967:4, 1968:1-1970:4, 1971:1-1971:4, 1972:1-1972:4,
1973:1-1973:4, 1974.1-1975:1, 1975:2-1976:4, 1977:1-1977:1, 1977:2-1978:2,
1978:3-1981.:3, 1981:4-1982:2, 1982:3-1983:2, 1983:3-1984:4, 1985:1-1985:1,
1985:2-1985:2, 1985:3-1987:1, 1987:2—1987:2, 1987:3-1987:4, 1988:1-1988:4,
1989:1-1989:4, 1990:1-1990:4, 1991:1-1993:4, 1994.1-1996:1, 1996:2—1996:2,
1996:3-1997:2, 1997:3-1997:4, 1998:1-1999:4, 2000:1-2001:2, 2001:3-2001:3,
2001:4-2001:4, 2002:1-2002:1, 2002:2—2002:2, and 2002:3-2002:3. The estimate
of TAU G was .00811, with at-statistic of 9.02. Again, this procedureiscrude, but
it provides arough estimate of the progressivity of the federal personal income tax
system.

GivenTAUG, D1G isdefinedtobe THG/YT — (TAUG - YT)/POP (see
TableA.7). Inthemodel D1G istaken to be exogenous, and T H G is explained by
equation47as[D1G + (TAUG -YT)/PO P]YT. Thistreatment allows afederal
marginal tax rate to be defined in equation 90: D1GM = D1G + (2- TAUG -
YT)/POP.

K D: Stock of Durable Goods

K D isan estimate of the stock of durable goods. It is defined by equation 58:
KD =(1—DELD)KD_,+ CD. (58)

Given quarterly observationsfor C D, which are available from the NIPA, quarterly
observationsfor K D can be constructed once abase quarter value and valuesfor the
depreciationrate D E L D are chosen. End of year estimates of the stock of durable
goods are available from 1929 through 2001 from the BEA. Estimates for 1991—
2001 arein Table 15, p. 37, of the Survey of Current Business, September 2002.
Estimatesfor earlier years are available from the BEA website. These numbers are
in 1996 dollars. Given the value of K D at the end of 1952 and given quarterly
values of C D for 1953:1-1953:4, avalue of D E L D can be computed such that the
predicted value from equation 58 for 1953:4 matches within a prescribed tolerance
level the published BEA value for the end of 1953. Thisvalue of DE L D can then
be used to compute quarterly values of K D for 1953:1, 1953:2, and 1953:3. This
process can be repeated for each year, which results in a quarterly seriesfor K D.
(Thevaue of DELD computed between 2000 and 2001 was used to create values
of K D for 2002:1, 2002:2, and 2002:3.)
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K H: Stock of Housing

K H isan estimate of the stock of housing of the household sector. It is defined by
equation 59:
KH=(1-DELH)KH 1+ I1HH. (59)

The same procedure was followed for estimating DE L H as was followed for es-
timating DE L D. The housing stock data are available from the above BEA refer-
ences for the durable goods stock data. The BEA residential stock datais for total
residential investment, whichinthemodel isTHH + 1 HK + 1 H B, whereas equa-
tion 59 pertains only to the residential investment of the household sector (1 H H).
The procedure that was used for dealing with this differenceisasfollows. First, the
valuesfor DE L H were chosen using total residential investment as the investment
series, since this series matched the published stock data. Second, once the values
of DELH were chosen, K H was constructed using 7 HH (not total residential
investment). A base quarter value of K H of 1729.4in1952:1 was used. Thisvalue
is .806 times the computed value for total residential investment for 1952:1. The
value .806istheaverageof IHH /(I HH + 1 HK + I H B) over the sample period.

K K Stock of Capital

KK is an estimate of the stock of capital of the firm sector. It is determined by
equation 92:
KK =(1—-DELK)KK_1+ IKF. (92)

The same procedure was followed for estimating DELK as was followed for es-
timating DELD and DELH. The capital stock data are available from the above
BEA referencesfor the other stock data. The BEA capital stock dataisfor total fixed
nonresidential investment, which in the model isIKF +IKH + IKB + IKG,
whereas eguation 59 pertains only to the fixed non residential investment of the
firm sector (/K F). A similar procedure for dealing with this followed here as was
followed abovefor residential investment. First, thevaluesfor D E L K werechosen
using total fixed nonresidential investment astheinvestment series, sincethis series
matched the published stock data. Second, oncethevaluesof D E LK were chosen,
K K wasconstructed using I K F (not total fixed nonresidential investment). A base
quarter value of KK of 1803.8 in 1952:1 was used. This value is .887 times the
computed valuefor total fixed nonresidential investment for 1952:1. Thevalue .887
istheaverageof /IKF/(IKF + IKH + I KB + I K G) over the sample period.
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V. Stock of Inventories

V is the stock of inventories of the firm sector (i.e., the nonfarm stock). By def-
inition, inventory investment (/V F) is equal to the change in the stock, which is
equation 117:

IVF =V —V_,. (117)

Both dataon V and IV F are published in the Survey of Current Business, the data
on V in Table 5.13. For present purposes V was constructed from the formula
V = V_1 4+ IV F using the IVF series and base quarter value of 1251.9 in 1996:4.
Thisisthe valuein Table 5.13 in the National Income and Product Accounts.

Excess Labor and Excess Capital

In the theoretical model the amounts of excess labor and excess capital on hand
affect the decisions of firms. In order to test for thisin the empirica work, one
needs to estimate the amounts of excess labor and capital on hand in each period.
Thisin turn requires an estimate of the technology of the firm sector.

The measurement of the capital stock K K is discussed above. The production
function of the firm sector for empirical purposesis postulated to be

Y = min[LAM(JF - HF*), MU(KK - HKY)], (A1)

where Y isproduction, J F isthe number of workersemployed, H F* isthe number
of hours worked per worker, K K isthe capital stock discussed above, HK“ isthe
number of hours each unit of K K is utilized, and LAM and MU are coefficients
that may change over time dueto technical progress. ThevariablesY, JF,and K K
are observed; the othersare not. For example, data on the number of hours paid for
per worker exist, H F inthe model, but not on the number of hours actually worked
per worker, H F“.

Equation 92 for K K and the production function A.1 are not consistent with the
putty-clay technology of the theoretical model. To be precise with this technology
one has to keep track of the purchase date of each machine and its technological
coefficients. This kind of detail is not possible with aggregate data, and one must
resort to simpler specifications.

Given the production function A.1, excess labor is measured as follows. The
log of output per paid for worker hour, log[Y/(J F - HF)], isfirst plotted for the
1952:1-2002:3 period. The peaks of this series are then assumed to correspond to
cases in which the capital constraint in the production function A.1 is not binding
and in which the number of hoursworked equal s the number of hours paid for. This
impliesthat the values of LAM are observed at the peaks. The valuesof log LAM
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other than those at the peaks are assumed to lie on straight lines between the peaks.
Thisallows L AM to be computed for each quarter.

Since L AM isameasureof potential productivity, aninteresting questionishow
it grows over time. Thisisdiscussed in Section 6.4, where the plot of log[Y/(J F -
H F)] ispresented in Figure 6.16a. This plot showsthat L AM grew more rapidly
in the 1950s and 1960s than it has since. It also shows that the growth rate after
1995 was only dightly larger than before.

Coming back to the measurement of excess labor, given an estimate of LAM
for aparticular quarter and given equationA.1, the estimate of the number of worker
hours required to produce the output of the quarter, denoted J H M I N inthe model,
issimply Y/LAM. Thisisequation 94 in TableA.3. The actual number of workers
hours paid for, JF - HF, can be compared to J HM I N to measure the amount of
excess labor on hand. The peaks that were used for the interpolations are listed in
TableA.7 in the description of LAM.

For the measurement of excess capital there are no data on hours paid for or
worked per unit of K K, and thus one must be content with plotting Y /K K . Thisis,
from the production function A.1, aplot of MU - HK“, where H K¢ isthe average
number of hours that each machineis utilized. If it is assumed that at each peak of
this seriesthelabor constraint in the production function A.1 is not binding and that
H K“ isequal to the same constant, say H , then one observes at the peaks MU - H.
Interpol ation between peaks can then produce a complete serieson MU - H. If,
finally, H isassumed to be the maximum number of hours per quarter that each unit
of K K canbeutilized, then Y /(MU - H) isthe minimum amount of capital required
to produce Y, denoted K K MIN. Inthe model, MU - H is denoted MU H, and
the equation determining K K M I N isequation 93in Table A.4. The actual capital
stock (K K) can be comparedto K K M I N to measure the amount of excess capital
on hand. The peaks that were used for the interpolations are listed in Table A.7 in
the description of MU H. “Flat beginning” in the table meansthat the interpolation
line was taken to be horizontal from the beginning of the period to the first peak
listed. “Flat end” means that the interpolation line was taken to be horizontal from
the last peak listed on.

Y S: Potential Output of the Firm Sector
Y S, ameasure of the potential output of the firm sector, is defined by equation 98:
YS=LAM(JJP -POP—-JG-HG—-—JM-HM —JS-HS). (98)

J J P isthe peak or potential ratio of worker hours to population. It is constructed
from a peak to peak interpolation of JJ, where JJ is the actual ratio of the total
number of worker hours paid for in the economy to the total population 16 and
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over (equation 95). (Again, “flat end” in the table means that the interpolation line
was taken to be horizontal from the last peak listed on.) JJP - PO P isthusthe
potential number of worker hours. Thetermsthat aresubtractedfromJJP-POP in
eguation 98 are, in order, the number of federal civilian worker hours, the number
of federal military worker hours, and the number of state and local government
worker hours. The entire number in parentheses is thus the potential number of
worker hours in the firm sector. LAM is the coefficient LAM in the production
function A.1. Since Y'S in equation 98 is LAM times the potential number of
workers in the firm sector, it can be interpreted as the potentia output of the firm
sector unless the capital input is insufficient to produce Y S. This construction of
Y S is thus based on the assumption that there is always sufficient capital on hand
to produce Y S.

A.4 The Identities

The identitiesin Table A.3 are of two types. One type simply defines one variable
in terms of others. These identities are equations 31, 33, 34, 43, 55, 56, 58-87,
and 89-131. The other type defines one variable as a rate or ratio times another
variable or set of variables, where the rate or ratio has been constructed to have the
identity hold. These identities are equations 32, 35-42, 44-54, and 57. Consider,
for example, equation 50:

TFS = D2S- PIEF, (50)

where T F S isthe amount of corporate profit taxes paid from firms (sector f) tothe
state and local government sector (sector s), PI E F isthelevel of corporate profits
of the firm sector, and D2S isthe “tax rate.” Dataexistfor TFS and PIEF, and
D2S was constructed as T FS/PI1EF. The variable D2S is then interpreted as a
tax rate and is taken to be exogenous. This rate, of course, varies over time as tax
laws and other thingsthat affect the relationship between T F'S and P11 E F change,
but no attempt has been made to explain these changes. Thisgeneral procedure was
followed for the other identitiesinvolving tax rates.
A similar procedure was followed to handle relative price changes. Consider
equation 38:
PIH = PSI5- PD, (38)

where P H isthe price deflator for residential investment, P D isthe price deflator
for total domesticsales, and P SI5isaratio. Dataexistfor P/ H and PD,and PSI5
was constructed as PIH/PD. PSI5, which varies over time as the relationship
between PIH and P D changes, is taken to be exogenous. This procedure was
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followed for the other identities involving prices and wages. This treatment means
that rel ative pricesand rel ative wages are exogenousinthemodel. (Pricesrelativeto
wages are not exogenous, however.) It isbeyond the scope of the model to explain
relative prices and wages, and the foregoing treatment is a simple way of handling
these changes.

Anather identity of the second typeis equation 57:

BR=—-G1- MB, (57)

where BR isthelevel of bank reserves, M B isthe net value of demand deposits of
the financial sector, and G1isa*reserve requirement ratio.” Dataon BR and M B
exist, and G1 was constructed as —BR/M B. (M B is negative, since the financial
sector isanet debtor with respect to demand deposits, and so the minus sign makes
G1 positive.) G1 istaken to be exogenous. It varies over time as actual reserve
requirements and other features that affect the relationship between BR and M B
change.

Many of the identities of thefirst type are concerned with linking the FFA data
to the NIPA data. An identity like equation 66

0=SH — AAH — AMH + CG — DISH (66)

isconcernedwiththislinkage. S H isfromtheNIPA, andtheother variablesarefrom
the FFA. The discrepancy variable, DI SH, which is from the FFA, reconciles the
two data sets. Equation 66 states that any nonzero value of saving of the household
sector must result in achangein AH or M H. There are equations like 66 for each
of the other five sectors. equation 70 for the firm sector, 73 for the financia sector,
75 for the foreign sector, 77 for the federal government sector, and 79 for the state
and local government sector. Equation 77, for example, is the budget constraint of
the federal government sector. Note also from Table A.3 that the saving of each
sector (SH, SF, etc.) isdetermined by anidentity. The sum of the saving variables
across the six sectorsis zero, which is the reason that equation 80 is redundant.
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Table A.1
The Six Sectors of the US Model

Sector Corresponding Sector(s) in the Flow of Funds Accounts

1 Household (h) 1 Households and Nonprofit Organizations (H)

2 Firm (f) 2a Nonfarm Nonfinancial Corporate Business (F1)
2b Nonfarm Noncorporate Business (NN)
2c Farm Business (FA)

3 Financia (b) 3a Commercia Banking (B1):
(1) U.S.-Chartered Commercial Banks
(2) Foreign Banking Officesin U.S.

(3) Bank Holding Companies
(4) Banksin U.S.-Affiliated Areas
3b Private Nonbank Financial Institutions (B2):
(1) Savings Ingtitutions
(2) Credit Unions
(3) Bank Personal Trusts and Estates
(4) Life Insurance Companies
(5) Other Insurance Companies
(6) Private Pension Funds
(7) State and Local Government Employee Retirement Funds
(8) Money Market Mutual Funds
(9) Mutual Funds
(10) Closed-End Funds
(11) Issuers of Asset-Backed Securities
(12) Finance Companies
(13) Mortgage Companies
(14) Real Estate Investment Trusts
(15) Security Brokers and Dealers
(16) Funding Corporations

4 Foreign (r) 4 Rest of the World (R)

5 Fed. Gov. (9) 5a Federal Government (US)
5b Government-Sponsored Enterprises (CA)
5c Federally Related Mortgage Pools
5d Monetary Authority (MA)

6 S& L Gov. () 6 State and Local Governments (S)

e The abbreviationsh, f, b, r, g, and s are used throughout the book.
e The abbreviations H, F1, NN, FA, B1, B2, R, US, CA, MA, and S are used in Table A.5 in the

description of the flow of funds data.
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Table A.2
The Variables in the US Model in Alphabetical Order
Variable  Eq. Description

AA 89  Tota net wealth, h, B96$.
AB 73 Net financia assets, b, B$.
AF 70  Net financia assets, f, B$.
AG 77  Net financial assets, g, BS.
AG1l exog Percent of 16+ population 26-55 minus percent 16-25.
AG2 exog Percent of 16+ population 56-65 minus percent 16-25.
AG3 exog  Percent of 16+ population 66+ minus percent 16-25.
AH 66  Net financia assets, h, B$.
AR 75  Net financid assets, r, B$.
AS 79  Net financia assets, s, B$.
BO 22 Bank borrowing from the Fed, BS$.
BR 57  Total bank reserves, B$.
CCB exog Capital consumption, b, B96$.
CCF 21  Capital consumption, f, B$.
CCG exog Capital consumption, g, BS.
CCH exog  Capital consumption, h, B$.
ccs exog Capital consumption, s, BS.
CD 3 Consumer expenditures for durable goods, B96$.
CDA exog  Peak to peak interpolation of CD/POP.
CF 68 Cashflow, f, B$.
CcG 25  Capital gains(+) or losses(-) on the financial assets of h, B$.
CN 2 Consumer expenditures for nondurable goods, B96$.
COoG exog  Purchases of consumption and investment goods, g, B96$.
cos exog  Purchases of consumption and investment goods, s, B96$.
CcS 1  Consumer expenditures for services, B96$.
CUR 26 Currency held outside banks, BS.
D1G exog  Personal income tax parameter, g.
DI1GM 90 Margina persona income tax rate, g.
D1S exog Personal incometax parameter, s.
D1SM 91 Marginal personal income tax rate, s.
D2G exog  Profit tax rate, g.
D2S exog  Profit tax rate, s.
D3G exog Indirect businesstax rate, g.
D3S exog Indirect businesstax rate, s.
D4G exog Employee social security tax rate, g.
D5G exog Employer socia security tax rate, g.
D593 exog 1in1959:3; 0 otherwise.
D594 exog 1in1959:4; 0 otherwise.
D601 exog 1in1960:1; 0 otherwise.
D621 exog  1in1962:1; 0 otherwise.
D692 exog 1in1969:2; 0 otherwise.
D714 exog 1in1971:4; 0 otherwise.
D721 exog 1in1972:1; 0 otherwise.
D722 exog 1in1972:2; 0 otherwise.
D723 exog 1in1972:3; 0 otherwise.
D794823 exog  1in1979:4-1982:3; 0 otherwise.
D923 exog 1in1992:3; 0 otherwise.
D924 exog 1in1992:4; 0 otherwise.
D941 exog 1in1994:1; 0 otherwise.
D942 exog 1in1994:2; 0 otherwise.
D981 exog 1in1998:1; 0 otherwise.
D013 exog 1in2001:3; 0 otherwise.
D014 exog  1in2001:4; O otherwise.
DB exog Dividends paid, b, BS.
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Table A.2 (continued)

Variable Eq. Description

DELD exog Physica depreciation rate of the stock of durable goods, rate per quarter.

DELH exog Physical depreciation rate of the stock of housing, rate per quarter.

DELK exog Physica depreciation rate of the stock of capital, rate per quarter.

DF 18 Dividends paid, f, B$.

DISB exog Discrepancy for b, BS.

DISBA exog Discrepancy between NIPA and FFA data on capital consumption, nonfinancial
corporate business, B$.

DISF exog Discrepancy for f, B$.

DISG exog Discrepancy for g, BS.

DISH exog Discrepancy for h, BS.

DISR exog Discrepancy for r, BS.

DISS exog Discrepancy for s, BS.

DRS exog Dividendsreceived by s, B$.

E 85  Total employment, civilian and military, millions.

EX exog Exports, B96$.

EXPG 106  Tota expenditures, g, B$.

EXPS 113  Tota expenditures, s, B$.

FA exog Farm gross product, B96$.

FIROW exog  Payments of factor income to the rest of the world, B$.
FIROWD exog FIROW price deflator.

FIUS exog  Receipts of factor income from the rest of the world, B$.

FIUSD exog  FIUS price deflator.

Gl exog Reserverequirement ratio.

GDP 82  Gross Domestic Product, B$.

GDPD 84  GDP price deflator.

GDPR 83  Gross Domestic Product, B96$.

GNP 129  Gross Nationa Product, B$.

GNPD 131 GNP price deflator.

GNPR 130  Gross Nationa Product, B96$.

HF 14  Average number of hours paid per job, f, hours per quarter.

HFF 100 Deviation of HF from its peak to peak interpolation.

HFS exog Pesk to peak interpolation of HF.

HG exog  Average number of hours paid per civilian job, g, hours per quarter.
HM exog  Average number of hours paid per military job, g, hours per quarter.
HN 62  Average number of non overtime hours paid per job, f, hours per quarter.
HO 15 Average number of overtime hours paid per job, f, hours per quarter.
HS exog Average number of hours paid per job, s, hours per quarter.

IBTG 51  Indirect businesstaxes, g, B$.

IBTS 52 Indirect business taxes, s, B$.

IGZ exog  Grossinvestment, g, B$.

IHB exog Residential investment, b, B96$.

IHF exog Residential investment, f, B96$.

IHH 4 Residential investment, h, B96$.

IHHA exog  Pesk to peak interpolation of IHH/POP.

IKB exog  Nonresidentia fixed investment, b, B96$.

IKF 92  Nonresidentia fixed investment, f, B963.

IKG exog  Nonresidentia fixed investment, g, B96$.

IKH exog  Nonresidentia fixed investment, h, B96$.

IM 27  Imports, B96$.

INS exog Insurance and pension reservesto h from g, B$.

INTF 19  Netinterest payments, f, BS.

INTG 29  Net interest payments, g, B$.

INTOTH exog Netinterest payments, other private business, B$.
INTROW exog Netinterest payments, r, B$.
INTS exog  Net interest payments, s, BS.
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Table A.2 (continued)

Variable Eq. Description

157 exog  Grossinvestment, s, B$.

IVA 20 Inventory valuation adjustment, BS$.

IVF 117  Inventory investment, f, B96$.

JF 13 Number of jobs, f, millions.

JG exog  Number of civilian jobs, g, millions.

JHMIN 94 Number of worker hours required to produceY, millions.

JJ 95  Ratio of the total number of worker hours paid for to the total population 16 and
over.

JJP exog Potentia value of JJ.

JM exog  Number of military jobs, g, millions.

JS exog  Number of jobs, s, millions.

KD 58  Stock of durable goods, B96$.

KH 59  Stock of housing, h, B96$.

KK 12 Stock of capital, f, B96S$.

KKMIN 93  Amount of capital required to produceY, B96$.

L1 5  Labor force of men 25-54, millions.

L2 6  Labor force of women 25-54, millions.

L3 7  Labor forceof al others, 16+, millions.

LAM exog Amount of output capable of being produced per worker hour.

LM 8  Number of“moonlighters’: difference between the total number of jobs (estab-
lishment data) and thetotal number of people employed (household survey data),
millions.

M1 81  Money supply, end of quarter, B$.

MB 71  Net demand deposits and currency, b, B$.

MDIF exog Netincreasein demand deposits and currency of banksin U.S. possessions plus
change in demand deposits and currency of private nonbank financial institu-
tions plus change in demand deposits and currency of federally sponsored credit
agencies and mortgage pools minus mail float, U.S. government, B$.

MF 17  Demand deposits and currency, f, BS.

MG exog Demand deposits and currency, g, B$.

MH 9 Demand deposits and currency, h, BS.

MR exog Demand deposits and currency, r, BS.

MS exog Demand deposits and currency, s, BS.

MUH exog Amount of output capable of being produced per unit of capital.

PCD 37  Pricedeflator for CD.

PCGDPD 122  Percentage changein GDPD, annual rate, percentage points.

PCGDPR 123  Percentage change in GDPR, annual rate, percentage points.

PCM1 124  Percentage changein M1, annual rate, percentage points.

PCN 36  Pricedeflator for CN.

PCS 35  Pricedeflator for CS.

PD 33 Pricedeflator for X - EX + IM (domestic sales).

PEX 32  Pricedeflator for EX.

PF 10  Pricedeflator for X - FA.

PFA exog Pricedeflator for FA.

PG 40  Pricedeflator for COG.

PH 34  Pricedeflator for CS+ CN + CD + IHH inclusive of indirect business taxes.

PIEB exog Beforetax profits, b, B96$.

PIEF 67 Beforetax profits, f, B$.

PIH 38  Pricedeflator for residential investment.

PIK 39  Pricedeflator for nonresidential fixed investment.

PIM exog Price deflator for IM.

PIV 42 Pricedeflator for inventory investment, adjusted.
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Table A.2 (continued)

Variable  Eq. Description

POP 120  Noningtitutional population 16+, millions.

POP1 exog  Noninstitutional population of men 25-54, millions.

POP2 exog  Noninstitutional population of women 25-54, millions.

POP3 exog  Noninstitutional population of all others, 16+, millions.
PROD 118  Output per paid for worker hour (“productivity”).

PS 41 Price deflator for COS.

PSI1 exog Ratio of PEX to PX.

PSI2 exog Ratioof PCSto (1 + D3G + D3S)PD.

PSI3 exog Ratioof PCN to (1 + D3G + D3S)PD.

PSI4 exog Ratioof PCD to (1 + D3G + D3S)PD.

PSI5 exog Ratio of PIH to PD.

PSI6 exog Ratioof PIK to PD.

PSIT7 exog Ratio of PG to PD.

PSI8 exog Ratioof PSto PD.

PSI9 exog Ratioof PIV to PD.

PSI10 exog Ratio of WG to WK

PSI11 exog Ratio of WM to WF.

PSI12 exog Ratio of WSto WF.

PSI13 exog Ratio of gross product of g and sto total employee hours of g and s.
PUG 104  Purchases of goods and services, g, BS.

PUS 110  Purchases of goods and services, s, B$.

PX 31  Pricedeflator for X.

0 exog  Gold and foreign exchange, g, B$.

RB 23 Bond rate, percentage points.

RD exog Discount rate, percentage points.

RECG 105  Total receipts, g, BS.

RECS 112  Total receipts, s, B$.

RM 24 Mortgage rate, percentage points.

RMA 128  After-tax mortgage rate, percentage points.

RNT exog  Rental income, h, BS.

RS 30 Three-month Treasury bill rate, percentage points.

RSA 130 After-tax bill rate, percentage points.

SB 72 Saing, b, B$.

SF 69 Saving, f, BS.

SG 76  Saving, g, B$.

SGP 107 NIA surplus (+) or deficit (-), g, B$.

SH 65 Saving, h, B$.

SHRPIE 121  Ratio of after-tax profits to the wage hill net of employer social security taxes.
SIFG 54  Employer social insurance contributions, f to g, B$.

SIFS exog Employer social insurance contributions, f to s, B$.

SIG 103  Total employer and employee social insurance contributions to g, B$.
SIGG exog Employer social insurance contributions, g to g, BS$.

SIHG 53  Employee social insurance contributions, hto g, BS.

SIHS exog Employee social insurance contributions, hto s, B$.

SIS 109 Tota employer and employee social insurance contributionsto s, BS$.
SISS exog Employer social insurance contributions, sto s, BS.

SR 74  Saving,r, B$.

SRZ 116  Savingrate, h.

SS 78  Saving, s, BS.

sSSP 114 NIA surplus (+) or deficit (-), s, BS.

STAT exog Statistical discrepancy, BS.

STATP exog Statistical discrepancy relating to the use of chain type price indices, B96$.
SUBG exog  Subsidiesless current surplus of government enterprises, g, B$.

SUBS exog Subsidiesless current surplus of government enterprises, s, B$.
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Table A.2 (continued)

Variable  Eq. Description

T exog 1in1952:1,2in1952:2, etc.

TAUG exog Progressivity tax parameter in personal income tax equation for g.

TAUS exog  Progressivity tax parameter in personal income tax equation for s.

TBG exog Corporate profit taxes, bto g, BS.

TBS exog  Corporate profit taxes, bto s, B$.

TCG 102  Corporate profit tax receipts, g, B$.

TCS 108  Corporate profit tax receipts, s, B$.

TFG 49  Corporate profit taxes, f to g, B$.

TFS 50 Corporate profit taxes, f to s, B$.

THG 47  Personal income taxes, hto g, B$.

THS 48  Personal incometaxes, hto's, B$.

TPG 101  Personal income tax receipts, g, BS.

TRFH exog Transfer payments, f to h, BS.

TRFR exog Transfer payments, f tor, B$.

TRGH exog Transfer payments, g to h, BS.

TRGR exog Transfer payments, gtor, B$.

TRGS exog  Transfer payments, gto's, BS.

TRHR exog Transfer payments, htor, B$.

TRRSH 111  Tota transfer payments, sto h, B$.

TRSH exog Transfer payments, sto h, excluding unemployment insurance benefits, BS.

U 86  Number of people unemployed, millions.

UB 28  Unemployment insurance benefits, BS$.

UBR 128  Unborrowed reserves, BS.

UR 87  Civilian unemployment rate.

% 63  Stock of inventories, f, B96$.

WA 126  After-tax wage rate. (Includes supplements to wages and salaries except em-
ployer contributions for social insurance.)

WF 16  Average hourly earnings excluding overtime of workersin f. (Includes supple-
mentsto wages and salaries except employer contributionsfor social insurance.)

wG 44 Averagehourly earningsof civilianworkersing. (Includessupplementstowages
and salaries including employer contributions for social insurance.)

WH 43  Average hourly earnings excluding overtime of al workers. (Includes supple-
mentsto wages and salaries except employer contributionsfor social insurance.)

WLDF exog  Wage accruals less disbursements, f, BS.

WLDG exog Wage accruas less disbursements, g, B$.

WLDS exog Wage accrualsless disbursements, s, BS.

WM 45  Average hourly earnings of military workers. (Includes supplements to wages
and saaries including employer contributions for social insurance.)

WR 119 Real wage rate of workersin f. (Includes supplements to wages and salaries
except employer contributions for social insurance.)

WS 46 Average hourly earnings of workersin s. (Includes supplements to wages and
sdariesincluding employer contributions for social insurance.)

X 60 Total sdesf, B96$.

XX 61 Total sdes, f, BS.

Y 11 Production, f, B96$.

YD 115 Disposableincome, h, BS.

YNL 99  After-tax nonlabor income, h, B$.

YS 98  Potential output of the firm sector.

YT 64  Taxableincome, h, B$.

e B$ = Billions of dollars.
o B96$ = Billions of 1996 dollars.
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Table A.3
The Equations of the US Model

STOCHASTIC EQUATIONS
Eq. LHS Variable Explanatory Variables

Household Sector

1 log(CS/POP) cnst, AGl, AG2, AG3, log(CS/POP)_1,loglYD/(POP - PH)],
RSA,log(AA/POP)_1,T
[Consumer expenditures: services]

2 log(CN/POP) cnst, AG1l, AG2, AG3, log(CN/POP)_1, Alog(CN/POP)_1,
log(AA/POP)_1,loglYD/(POP - PH)], RMA
[Consumer expenditures: nondurables]

3 ACD/POP cnst, AG1, AG2, AG3, DELD(KD/POP)_1 — (CD/POP)_1,
(KD/POP)_1,YD/(POP-PH), RMA-CDA,(AA/POP)_1
[Consumer expenditures: durables]

4 AIHH/POP cnst, DELH(KH/POP)_1 — (IHH/POP)_1, (KH/POP)_1,
(AA/POP)_1,YD/(POP-PH), RMA_1IHHA,RHO =2
[Residential investment—h]

5 log(L1/POPI) cngt, log(L1/POP1)_1,l0g(AA/POP)_1, UR
[Labor force-men 25-54]

6 log(L2/POP2) cngt, log(L2/POP2)_1,l0g(WA/PH),log(AA/POP)_1
[Labor force-women 25-54]

7 log(L3/POP3) cngt, log(L3/POP1)_1),log(WA/PH),log(AA/POP)_1,UR
[Labor force—all others 16+]

8 log(LM/POP) cnst, log(LM/POP)_1,log(WA/PH), UR

[Number of moonlighters]
9 logIMH/(POP - PH)]
cngt, log{M H_1/(POP_1PH)), log[YD/(POP - PH)], RSA, T,
D981, RHO =4
[Demand deposits and currency-h]

Firm Sector

10 logPF logPF_1,loglWF(1+ D5G)] —logLAM,cnst,logPIM,UR, T
[Price deflator for X-FA]

11  logY cnst, logY_1,log X, log V_41, D593, D594, D601, RHO = 3
[Production—f]

12 AlogKK log(KK/KKMIN)_1,AlogKK_1,AlogY,AlogY_1,AlogY_o,
AlogY_3, AlogY_g4, AlogY_s5, RB_2(1 — D2G_p — D2S_3) —
100(PD_2/PD_g)—1),(CG_2+CG_3+CG_4)/(PX_2YS_2+
PX_3YS_3+4+ PX_4YS_4)

[Stock of capital—f]

13 AlogJF cnst, log[J F/(JHMIN/HFS)]_1, AlogJF_1, AlogY, D593
[Number of jobs—]

14 AlogHF cnst, log(HF/HFS)_1,log[JF/(JHMIN/HFS)]_1, AlogY
[Average number of hours paid per job—f]

15 logHO cnst, HFF,HFF_1,RHO =1

[Average number of overtime hours paid per job—f]
16 logWF —logLAM logWF_1 —logLAM_1,logPF,cnst, T,log PF_1
[Average hourly earnings excluding overtime—]

17  log(MF/PF) cnst, T, log(MF_1/PF), log(X — FA), RS(1 — D2G — D2S)_1,
D981
[Demand deposits and currency—f]

18 AlogDF logl(PIEF — TFG — TFS)/DF_1]

[Dividends paid—f]
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Table A.3 (continued)

Eq. LHS Variable

Explanatory Variables

19 A[INTF/(—AF + 40)]

20 IVA

21 AlogCCF

Financial Sector
22 BO/BR
23 RB—RS_»
24 RM —RS_»

25 CG/(PX_1-YS_1)

cnst, [INTF/(—AF + 40)]_1, .75(1/400)[.3RS + .7(1/8)(RB +
RB_1+ RB_2+ RB_3+ RB_4+ RB_5+ RB_g + RB_7)],
RHO =1

[Interest payments—]

(PX — PX_1)V_1,RHO =1

[Inventory valuation adjustment]

log[(PIK - IKF)/CCF_1],cnst, D621, D722, D723, D923, D924,
D941, D942, D013, D014, RHO =1

[Capital consumption—f]

cnst, (BO/BR)_1, RS, RD

[Bank borrowing from the Fed]

cnst, RB_1 — RS_2, RS — RS_2, RS_1 — RS_2, RHO =1
[Bond rate]

cnst, RM_1 — RS_2, RS — RS_2, RS_1 — RS_>

[Mortgage rate]

cnst, ARB, [A(PIEF —TFG —TFS+ PX-PIEB — TBG —
TBS)/(PX_1-YS_1)
[Capital gains or losses on the financial assets of h]

26 log[CUR/(POP - PF)]

Import Equation

27 log(IM/POP)

Government Sectors
28 logUB
29 A[INTG/(—AG)]

30 RS

cnst, log[CUR_1/(POP_1PF)], logl(X — FA)/POP], RSA,
RHO =1
[Currency held outside banks]

cnst,log(IM/POP)_1,l09[(CS+CN+CD+IHH+IK F+I1HB+
IHF+IKB+IKH)/POP] log(PF/PIM), D691, D692, D714,
D721, RHO =2

[Imports]

cnst, logUB_1,logU,logWF,RHO =1

[Unemployment insurance benefits]

cnst, [INTG/(—AG)]—-1,.75(1/400)[.3RS +.7(1/8)(RB+ RB_1+
RB_2+ RB_3+RB_4+ RB_5+ RB_g+ RB_7)]

cnst, RS_q, 100[(PD/PD_1)* — 1], UR, AUR, PCM1_q,
D794823. PCM1_1, ARS_1, ARS_>

[Three-month Treasury bill rate]
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Table A.3 (continued)
IDENTITIES
Eq. LHS Variable Explanatory Variables

31 PX = [PF(X — FA)+ PFA-FA]/X

[Price deflator for X]
32 PEX = PSI1-PX

[Price deflator for EX]
33 PD = (PX-X—PEX-EX+PIM-IM)/(X —EX +1IM)

[Price deflator for domestic sales]
34 PH = (PCS-CS+PCN-CN+PCD-CD+PIH-IHH +IBTG +

IBTS)/(CS+CN+CD+1HH)
[Price deflator for (CS + $CN$ + $CD$ + IHH) inclusive of indirect

business taxes)
35 PCS = PSI2(1+ D3G + D3S)PD
[Price deflator for CS]
36 PCN = PSI3(1+ D3G + D3S)PD
[Price deflator for CN]
37 PCD = PSI4(1+ D3G + D3S)PD
[Price deflator for CD]
38 PIH = PSI5-PD
[Price deflator for residential investment]
39 PIK = PSI6-PD
[Price deflator for nonresidential fixed investment]
40 PG = PSI7T-PD
[Price deflator for COG]
41 PS = PSI8-PD
[Price deflator for COS]
42 PI1V = PSI9-PD
[Price deflator for inventory investment]
43 WH = 100[(WF-JF(HN+15HO)+WG-JG-HG+WM-JM-HM +

WS-JS-HS—SIGG —SISS)/(JF(HN +15H0)+JG-HG +
JM-HM +JS - HS)]
[Average hourly earnings excluding overtime of all workers]

a4 WG = PSI10-WF
[Average hourly earnings of civilian workers—g]
45 WM = PSI11-WF
[Average hourly earnings of military workers)
46 WS = PSI12-WF
[Average hourly earnings of workers—s]
47 THG = [D1G + (TAUG -YT)/POP)IYT
[Personal income taxes—h to g]
48 THS = [D1S+ ((TAUS-YT)/POP)IYT
[Personal income taxes-h to s
49 TFG = D2G(PIEF —TFS)
[Corporate profits taxes— to g]
50 TFS = D2S - PIEF
[Corporate profits taxes—f to g
51 IBTG = [D3G/(1+ D3G)|(PCS-CS+ PCN-CN+ PCD-CD—1IBTS)
[Indirect business taxes—g]
52 IBTS = [D3S/(1+ D3S)|(PCS-CS+ PCN-CN+ PCD-CD—IBTG)
[Indirect business taxes—s]
53 SIHG = DAG[WF - JF(HN + 15H0)]
[Employee social insurance contributions-h to g]
54 SIFG = D5G[WF - JF(HN + 1.5H0)]
[Employer socia insurance contributions—f to g]
55 none
56 none
57 BR = —G1-MB

[Total bank reserves]
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Table A.3 (continued)

Eq. LHS Variable Explanatory Variables
58 KD = (1— DELD)KD_1+CD
[Stock of durable goods]
59 KH = (1- DELH)KH_y1+1HH
[Stock of housing—h]
60 X= CS+CN+CD+IHH+IKF+EX—-IM+COG+COS+
IKH+IKB+IKG+IHF+1IHB— PIEB—-CCB
[Total sales—]
61 XX = PCS-CS+PCN-CN+PCD-CD+PIH-IHH+PIK-IKF+

PEX-EX—-PIM-IM+PG-COG+PS-COS+PIK(IKH +
IKB+IKG)+PIH(IHF+IHB)—PX(PIEB+CCB)—IBTG—
IBTS
[Total nominal sales—]

62 HN = HF —HO

[Average number of non overtime hours paid per job—f]

Voi+Y-—-X

[Stock of inventories—]

64 YT = WF.-JF(HN +15H0)+ WG -JG-HG+ WM -JM - HM +
WS-JS-HS+DF+ DB —DRS+INTF+INTG+ INTS +
INTOTH +INTROW + RNT + TRFH — SIGG — SISS
[Taxable income-h]

65 SH = YT+CCH—-PCS-CS—PCN-CN—PCD-CD—PIH-IHH —
PIK- IKH—-TRHR-THG—-SIHG+TRGH—-THS—-SIHS+
TRSH+UB+INS—WLDF

63 |4

[Saving-h]
66 0= SH - AAH — AMH+CG — DISH
[Budget constraint—h; (determines AH)]
67 PIEF = XX + PIV(V —V_1) — WF - JF(HN + 15H0O) — RNT —

TRFH—TRFR—-CCH+SUBG+SUBS—INTF—INTOTH —
INTROW —CCF —IVA—STAT — SIFG —SIFS+ FIUS —
FIROW -CCG—-CCS+WLDG+ WLDS + DISBA
[Before tax profits—]

68 CF = XX—WF.-JF(HN+15HO)—RNT—-TRFH—-TRFR—-CCH+
SUBG+SUBS—INTF—INTOTH—-INTROW—PIK-IKF—
PIH- IHF —SIFG—SIFS+FIUS—FIROW—-CCG—-CCS+

WLDF
[Cash flow—f]

69 SF = CF-TFG—-TFS - DF
[Saving—]

70 0= SF — AAF — AMF — DISF — STAT — WLDF + WLDG +
WLDS + DISBA
[Budget constraint—; (determines AF)]

71 0= AMB+ AMH + AMF + AMR + AMG + AMS — ACUR
[Demand deposit identity; (determines MB)]

72 SB = PX(PIEB+CCB)—PIK-IKB—PIH-IHB—DB—-TBG—-TBS
[Saving-b]

73 0= SB— AAB - AMB — A(BR—-BO)—- DISB
[Budget constraint—b; (determines AB)]

74 SR = PIM-IM+TRHR+TRGR+TRFR—PEX -EX+FIROW —
FIUS
[Saving—]

75 0= SR — AAR - AMR+ AQ — DISR
[Budget constraint—r; (determinesAR)]

76 SG = THG+IBTG+TFG+TBG+SIHG+SIFG—-PG-COG -

WG-JG-HG—-WM-JM-HM —INTG —TRGR—-TRGH —
TRGS —SUBG —INS+ SIGG - PIK - IKG+CCG
[Saving—q]

7 0= SG — AAG — AMG + ACUR+ A(BR—-BO)—-AQ — DISG
[Budget constraint—g; (determines AG unless AG is exogenous)]
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Table A.3 (continued)

Eq. LHS Variable Explanatory Variables

78 S§S = THS+IBTS+TFS+TBS+SIHS+SIFS+TRGS+DRS—PS-
COS—WS-JS-HS—INTS—SUBS—TRSH—-UB+SISS+CCS
[Saving—s]

79 0= SS — AAS— AMS — DISS
[Budget constraint—s; (determines AS)]

80 0= AAH + AAF + AAB + AAG + AAS + AAR - CG + DISH +

DISF 4+ DISB + DISG + DISS + DISR+ STAT + WLDF —
WLDG — WLDS — DISBA
[Asset identity (redundant equation)]

81 M1 = M1 1+ AMH+ AMF + AMR+ AMS + MDIF
[Money supply]

82 GDP = XX+ PIV(V—-V_1)+IBTG+IBTS+WG-JG-HG+WM -
JM-HM+WS-JS-HS+WLDG+WLDS+PX(PIEB+CCB)
[Nominal GDP]

83 GDPR = Y+PIEB+CCB+PSI13(JG-HG+JM-HM+JS-HS)+STAT P
[Real GDP

84 GDPD = GDP/GDPR
[GDP price deflator]

85 E = JF+JG+JIM+JS—LM
[Total employment, civilian and military]

86 U= L1+ L2+ L3—-E
[Number of people unemployed)]

87 UR = U/(LL+ L2+ L3—-JM)
[Civilian unemployment rate]

88 none

89 AA = (AH+ MH)/PH+ (PIH-KH)/PH
[Total net wealth-h]

20 DIGM = D1G 4+ 2TAUG -YT)/POP
[Marginal personal income tax rate—g]

91 DISM = D1S + (2TAUS -YT)/POP
[Marginal personal income tax rate—s]

92 IKF = KK —-(1-DELK)KK_1
[Nonresidential fixed investment—]

93 KKMIN = Y/ MUH
[Amount of capital required to produce Y]

94 JHMIN = Y/LAM
[Number of worker hours required to produceY]

95 JJ = (JF-HF+JG-HG+JM -HM+JS-HS)/POP
[Ratio of the total number of worker hours paid for to the total popula-
tion 16 and over]

96 none

97 none

98 YS = LAM(JJP-POP—-JG-HG—-JM-HM —JS-HS)
[Potential output of the firm sector]

99 YNL = [1-D1G - D1S—(TAUG+TAUS)(YT/POP)I(RNT + DF +
DB—DRS+INTF+INTG+INTS+INTOTH+INTROW +
TRFH)+TRGH +TRSH+UB
[After-tax nonlabor income-h]

100 HFF = HF —HFS
[Deviation of HF from its peak to peak interpolation]

101 TPG = THG
[Personal income tax receipts—g]

102 TCG = TFG+TBG
[Corporate profit tax receipts—g]

103 SIG = SIHG + SIFG + SIGG
[Total social insurance contributions to g]

104 PUG = PG-COG+WG-JG-HG+WM-JM-HM + WLDG
[Purchases of goods and services—g]

105 RECG = TPG+TCG+IBTG+SIG

[Total receipts—g]
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Table A.3 (continued)

229

Eq. LHS Variable Explanatory Variables

106 EXPG = PUG+TRGH+TRGR+TRGS+INTG+SUBG —-WLDG —
1GZ
[Total expenditures—g]

107 SGP = RECG — EXPG
[NIPA surplus or deficit—g]

108 TCS = TFS+TBS
[Corporate profit tax receipts—s]

109 SIS = SIHS + SIFS+ SISS
[Total social insurance contributions to s

110 PUS = PS-COS+WS-JS-HS+WLDS
[Purchases of goods and services—s]

111 TRRSH = TRSH+UB
[Total transfer payments—sto h]

112 RECS = THS+TCS+IBTS+ SIS+ TRGS
[Total receipts—s]

113 EXPS = PUS+TRRSH+ INTS — DRS+ SUBS—-—WLDS - 1SZ
[Total expenditures—s]

114 SSP = RECS —EXPS
[NIPA surplus or deficit—s]

115 YD = WF-JF(HN +15H0)+ WG -JG-HG+ WM -JM -HM +
WS-JS-HS+ RNT + DF + DB —DRS+INTF +INTG +
INTS+INTOTH+INTROW+TRFH+TRGH+TRSH +
UB—-SIHG—-SIHS—THG—-THS—-TRHR —-SIGG — SISS
[Disposable income-h]

116 SRZ = (YD—-PCS-CS—PCN-CN—-PCD-CD)/YD
[Saving rate-h]

117 IVF = V—-V_q
[Inventory investment—f]

118 PROD = Y/(JF-HF)

[Output per paid for worker hour:“productivity”]

119 WR = WF/PF
[Real wage rate of workersin f]

120 POP =POP1+ POP2+ POP3
[Noninstitutional population 16 and over]

121 SHRPIE = [(1—-D2G — D2S)PIEF]/[WF - JF(HN + 1.5H0)]

[Ratio of after-tax profitsto thewagebill net of employer social security
taxes)

122 PCGDPR = 100[(GDPR/GDPR_1)* — 1]

[Percentage change in GDPR]

123 PCGDPD = 100[(GDPD/GDPD_1)* — 1]
[Percentage change in GDPD]

124 PCM1= 100[(M1/M1_1)* — 1]
[Percentage change in M1]

125 UBR = BR - BO
[Unborrowed reserves]

126 WA = 100[(1 — DIGM — D1SM — DAG)[WF - JF(HN + 1.5H0)] +
(1- D1GM — DISMY(WG - JG-HG+ WM -JM-HM + WS -
JS-HS—SIGG—SISS)]/[JF(HN+15HO)+JG-HG+JM -
HM+JS - HS]

[After-tax wage rate]

127 RSA = RS(1— DIGM — D1SM)

[After-tax three-month Treasury bill rate]

128 RMA = RM(1— D1GM — D1SM)

[After-tax mortgage rate]

129 GNP = GDP + FIUS — FIROW
[Nominal GNP]

130 GNPR = GDPR+ FIUS/FIUSD — FIROW/FIROWD
[Real GNP

131 GNPD = GNP/GNPR

[GNP price deflator]
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Table A.4
Coefficient Estimates and Test Results
for the US Equations

See Chapter 1 for discussion of the tests.
See Chapter 2 for discussion of the equations.
* = gignificant at the 99 percent level.
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Table A1
Equation 1
LHS Variable is log(CS/PO P)
Equation %2 Tests

RHS Variable Coef. t-stat.  Test x2 df  p-value
cnst 0.05716 148 Lags 0.42 4 0.9804
AG1l -0.32687 -4.40 RHO 371 4 0.4471
AG2 -0.39071 -2.91 Leads +1 4.47 1 0.0345
AG3 0.76866 4.89 Leads +4 8.91 4 0.0633
log(CS/POP)_1 0.78732 19.31 Leads +8 8.47 2 0.0145
log[YD/(POP - PH)] 0.10582 3.06
RSA -0.00123 -5.75
log(AA/POP)_1 0.01717 350
T 0.00042 442
SE 0.00394
R? 1.000
DwW 1.95

overid (df = 13, p-value = 0.0602)

x2 (AGE) = 36.92 (df = 3, p-value = 0.0000)

Stability Test End Test

AP T1 T> A Break p-value End
21.18* 1970.1 1979.4 2.29 1977.3 1.0000 1995.1
21.09* 1975.1 1984.4 2.26 1977.3
16.06* 1980.1 1989.4 241 1980.1

Estimation period is 1954.1-2002.3

Table A2
Equation 2
LHS Variable is log(CN/P O P)
Equation %2 Tests

RHS Variable Cosf. t-stat.  Test x2 df  p-vaue
cnst -0.21384 -2.85 Lags 14.45 4 0.0060
AG1 -0.06221 -0.63 RHO 16.55 4 0.0024
AG2 0.29558 1.62 T 0.23 1 0.6355
AG3 -0.16048 -1.06 Leads+1 4.30 1 0.0382
log(CN/POP)_1 0.78233 21.69 Leads +4 4.66 4 0.3243
Alog(CN/POP)_1 0.14449 2.30 Leads +8 3.24 2 0.1976
log(AA/POP)_1 0.05068 478
loglY D/(POP - PH)] 0.09733 428
RMA -0.00174 -4.24
SE 0.00609
R2 0.999
DW 1.93

overid (df = 13, p-value = 0.1974)

x2 (AGE) = 8.22 (df = 3, p-value = 0.0417)

Stability Test End Test

AP T1 T A Break p-value End
14.67* 1970.1 1979.4 2.29 1975.1 0.8582 1995.1
15.33* 1975.1 1984.4 2.26 1975.1
14.94* 1980.1 1989.4 241 1981.1

Estimation period is 1954.1-2002.3
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Table A3
Equation 3
LHS Variable is CD/POP — (CD/POP)_1
Equation x2 Tests
RHS Variable Coef. t-stat.  Test x2 df  p-value
cnst -0.16647  -1.20 | Lags 237 5 0797
AG1 -0.04158  -0.18 | RHO 11.44 4 00220
AG2 3.04707 497 | T 400 1 00454
AG3 217926 -431 | Leads+1 58 1 00153
a 0.32939 542 | Leads+4 608 4 01932
(KD/POP)_1 -0.02388  -392 | Leads+8 1193 2 00026
YD/(POP - PH) 0.10772 4.65
RMA-CDA -000514  -3.23
(AA/POP)_1 0.00027 1.53
SE 0.01446
R? 0.208
DW 2.07
overid (df = 9, p-vaue = 0.0711)
%2 (AGE) = 26.18 (df = 3, p-value = 0.0000)
Stability Test End Test
AP T1 T A Break p-value End
12.76* 1970.1 1979.4 2.29 1975.3 0.1194 1995.1
16.42* 1975.1 1984.4 2.26 1980.3
17.08* 1980.1 1989.4 241 1980.3
Estimation period is 1954.1-2002.3
aVariableis DELD(KD/POP)_1 — (CD/POP)_1
Table A4
Equation 4
LHS Variable is IHH/POP — (IHH/POP)_1
Equation x2 Tests
RHS Variable Coef. t-stat.  Test x2 df  p-value
cnst 0.34134 423 | Lags 320 4 0.5242
a 0.53807 787 | RHO 0.92 2 0.6316
(KH/POP)_1 003322 351 | T 4.41 1 0.0357
YD/(POP - PH) 0.14273 385 | Leads+1 0.19 1 0.6636
RMA_1IHHA -0.02955  -6.17 | Leads+4 3.09 4 0.5429
RHO1 0.61928 7.82 | Leads+8 352 2 0.1721
RHO2 0.23469 3.19
SE 0.00975
R? 0.358
DW 1.97
overid (df = 17, p-value = 0.2892)
%2 (AGE) = 2.70 (df = 3, p-value = 0.4405)
Stability Test End Test
AP T1 T A Break p-vaue End
7.17 1970.1 1979.4 2.29 1971.1 0.7164 1995.1
557 1975.1 1984.4 2.26 1975.1
2.77 1980.1 1989.4 241 1989.4

Estimation period is 1954.1-2002.3
VariableisDELH(KH/POP)_1— (IHH/POP)_1
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Table A5
Equation 5
LHS Variable is log(L1/P O P1)
Equation %2 Tests
RHS Variable Cof. t-stat.  Test %2 df  p-value
cnst 0.02063 2.58 Lags 3.65 3 0.3018
log(L1/POPL)_q 0.92306 31.26 RHO 43.94 4 0.0000
log(AA/POP)_1 -0.00551 -2.66 T 4.75 1 0.0294
UR -0.02532 -1.69
SE 0.00210
R? 0.989
DW 2.23
overid (df =9, p-value = 0.0621)
Stability Test End Test
AP T, T2 A Break p-vaue End
7.39* 1970.1 1979.4 2.29 1970.2 0.5672 1995.1
0.40 1975.1 1984.4 2.26 1975.4
1.03 1980.1 1989.4 241 1989.4
Estimation period is 1954.1-2002.3
Table A6
Equation 6
LHS Variable is log(L2/P O P2)
Equation %2 Tests
RHS Variable Cof. t-stat.  Test %2 df  p-vaue
cnst 0.03455 222 Lags 194 3 0.5841
log(L2/POP2)_q 0.99334 181.18 RHO 8.58 4 0.0725
log(WA/PH) 0.01732 2.69 T 0.02 1 0.8817
log(AA/POP)_1 -0.00838 -2.64 Leads +1 0.20 1 0.6579
Leads +4 9.07 4 0.0593
Leads +8 2.22 2 0.3293
logPH 0.01 1 0.9437
SE 0.00576
R? 0.999
DW 2.15
overid (df = 14, p-value = 0.4262)
Stability Test End Test
AP T1 T A Break p-value End
6.48 1970.1 1979.4 2.29 1973.1 0.8657 1995.1
2.61 1975.1 1984.4 2.26 1976.1
1.98 1980.1 1989.4 241 1985.1

Estimation period is 1954.1-2002.3
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Table A7
Equation 7
LHS Variable is log(L3/P O P3)
Equation %2 Tests
RHS Variable Coef. t-stat.  Test %2 df  p-value
cnst 0.01646 1.17 Lags 5.40 4 0.2486
log(L3/POP3)_1 0.97777 57.64 RHO 297 4 0.5625
log(WA/PH) 0.00812 1.32 T 0.85 1 0.3572
log(AA/POP)_1 -0.00618  -1.32 | Leads+1 0.07 1 0.7842
UR -0.12585 -341 Leads +8 0.90 2 0.6367
logPH 0.53 1 0.4663
SE 0.00545
R2 0.985
DW 2.06
overid (df = 8, p-value = 0.3146)
Stability Test End Test
AP T1 ) A Break p-value End
6.56 1970.1 1979.4 2.29 1970.1 0.4403 1995.1
5.85 1975.1 1984.4 2.26 1979.2
8.28* 1980.1 1989.4 241 1989.4
Estimation period is 1954.1-2002.3
Table A8
Equation 8
LHS Variable is log(LM /P O P)
Equation x2 Tests
RHS Variable Coef. t-stat.  Test %2 df  p-vaue
cnst -0.22173 -3.43 Lags 9.01 3 0.0291
log(LM/POP)_4 090339 4210 | RHO 474 4 0.3155
log(WA/PH) 0.13751 3.95 T 9.33 1 0.0023
UR -2.34060 -5.18 Leads +1 113 1 0.2880
Leads +4 0.65 4 0.9578
Leads +8 1.95 2 0.3776
logPH 7.43 1 0.0064
SE 0.06446
R2 0.956
DW 1.98
overid (df = 15, p-value = 0.0783)
Stability Test End Test
AP T1 T A Break p-vaue End
9.35* 1970.1 1979.4 2.29 1979.2 1.0000 1995.1
9.68* 1975.1 1984.4 2.26 1980.1
9.91* 1980.1 1989.4 2.41 1989.4

Estimation period is 1954.1-2002.3
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Table A9
Equation 9
LHS Variable is log{M H/(POP - PH)]
Equation %2 Tests

RHS Variable Coef. t-stat.  Test x2  dof  p-value
cnst 0.97229 0.19 a 0.92 1 0.3372
loglMH_1/(POP_1PH)] 071984  11.34 | Lags 603 3 01103
loglY D/(POP - PH)] 0.37538 155
RSA -0.01235 -4.02
T -0.00628 -0.45
D981 -0.12341 -4.42
RHO1 0.13763 1.65
RHO2 0.32188 4.62
RHO3 0.10284 1.46
RHO4 0.42014 5.87
SE 0.03184
R2 0.967
DW 201

overid (df = 30, p-value=0.2173)
x2 (AGE) = 3.69 (df = 3, p-value = 0.2971)

Stability Test End Test
AP T, T A Break [ p-value End
15.69* 1970.1 1979.4 2.29 1979.1 0.1119 1995.1
21.15* 1975.1 1984.4 2.26 1984.1
24.12* 1980.1 1989.4 241 1986.1

Estimation period is 1954.1-2002.3
aVariableislog[(MH/(POP - PH)]_1
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Table A10
Equation 10
LHS Variable is log P F
Equation %2 Tests

RHS Variable Coef. t-stat.  Test %2 df  p-value
logPF_1 0.88061 78.10 Lags 414 4 0.3874
a 0.04411 3.24 RHO 5.64 4 0.2273
cnst -0.02368 -2.21 Leads +1 2.70 1 0.1005
logPIM 0.04800 20.84 Leads +4 2.94 4 0.5676
UR -0.17797 -7.52 Leads +8 2.67 2 0.2638
T 0.00030 9.80 b 0.06 1 0.8140

Ys—-v)/Ys 0.02 1 0.8881

SE 0.00333
R2 1.000
DwW 1.78

overid (df = 8, p-value = 0.3194)

Stability Test End Test
AP Tq T A Break p-vaue End

12.77* 1970.1 1979.4 2.29 1972.2 1.0000 1995.1
8.70 1975.1 1984.4 2.26 1978.2
7.96 1980.1 1989.4 241 1981.3

Estimation period is 1954.1-2002.3

Variableislog[W F(1+ D5G)] —logLAM

byvariableislog[(YS — Y)/Y S +.04]

Table A11
Equation 11
LHS Variable is log Y
Equation %2 Tests

RHS Variable Coef. t-stat.  Test %2 df  p-value
cnst 0.26380 4.46 Lags 431 2 0.1161
logY_1 0.31679 6.83 RHO 2.19 1 0.1386
log X 0.88008 17.26 T 0.18 1 0.6726
logV_1 -0.24086 -8.32 Leads+1 240 1 0.1212
D593 -0.01157 -3.11 Leads +4 213 4 0.7123
D594 -0.00412 -1.11 Leads +8 1.27 2 0.5291
D601 0.00870 2.36
RHO1 0.41167 5.22
RHO2 0.31158 4.18
RHO3 0.18878 2.56
SE 0.00403
R2 1.000
DW 2.02

overid (df = 20, p-value = 0.0887)

Stability Test End Test

AP T1 1> A Break p-value End
6.96 1970.1 1979.4 2.29 1973.4 0.8806 1995.1
6.55 1975.1 1984.4 2.26 1979.4
5.58 1980.1 1989.4 241 1980.2

Estimation period is 1954.1-2002.3
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Table A12
Equation 12
LHS Variable is Alog K K
Equation %2 Tests
RHS Variable Coef. t-stat.  Test x2 df  p-value
cnst 0.00002 0.15 Lags 514 5 0.3990
log(KK/KKMIN)_1 -0.00679 -2.56 RHO 0.60 4 0.9632
AlogKK_1 0.93839 57.81 T 113 1 0.2889
AlogY 0.04076 4.09 Leads +1 0.00 1 0.9470
AlogY_1 0.00549 114 Leads +4 227 4 0.6859
AlogY_» 0.00477 112 Leads +8 3.13 2 0.2094
AlogY_3 0.00769 1.88
AlogY_q4 0.00580 1.47
RBA_3—p§ , -0.00004  -2.45
4 0.00048 219
SE 0.00044
R? 0.970
Dw 2.04
overid (df = 8, p-vaue = 0.5796)
Stability Test End Test
AP 1 T A Break p-value End
5.44 1970.1 1979.4 2.29 1975.1 0.2612 1995.1
6.20 1975.1 1984.4 2.26 1982.1
6.47 1980.1 1989.4 241 1986.1
Estimation period is 1954.1-2002.3
Variableis(CG_2+CG_3+ CG_4)/(PX_2YS_ 2+ PX_3YS 3+ PX_4YS_4)
Table A13
Equation 13
LHS Variable is Alog J F
Equation %2 Tests
RHS Variable Coef. t-stat.  Test x?2 df  p-value
cnst 0.00210 3.20 Lags 4.33 3 0.2280
logJF/(JHMIN/HFS)_1-0.10464 -5.85 RHO 345 4 0.4858
AlogJF_q 0.45463 10.71 T 213 1 0.1442
AlogY 0.32722 9.16 Leads +1 0.14 1 0.7123
D593 -0.01461 -4.74 Leads +4 5.14 4 0.2728
Leads +8 0.29 2 0.8657
SE 0.00297
R2 0.771
Dw 1.98
overid (df = 16, p-value = 0.5774)
Stability Test End Test
AP Ty T A Break p-value End
3.55 1970.1 1979.4 2.29 1975.2 0.6493 1995.1
357 1975.1 1984.4 2.26 1975.2
231 1980.1 1989.4 241 1980.3

Estimation period is 1954.1-2002.3
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Table A14
Equation 14
LHS Variable is Alog H F
Equation %2 Tests

RHS Variable Coef. t-stat.  Test %2 df  p-value
cnst -0.00312 -5.08 Lags 5.87 3 0.1181
log(HF/HFS)_1 -0.21595  -538 | RHO 5.97 4 0.2013
logJF/(JHMIN/HFS)_1-0.04107 -2.49 T 0.04 1 0.8350
AlogY 0.19529 481 Leads +1 0.81 1 0.3671

Leads +4 293 4 0.5694
Leads +8 0.80 2 0.6707

SE 0.00276
R2 0.321
DW 2.06

overid (df = 6, p-value = 0.3277)

Stability Test End Test
AP T1 T A Break p-value End

10.13* 1970.1 1979.4 2.29 1976.2 0.7388 1995.1
10.93* 1975.1 1984.4 2.26 1982.2
11.21* 1980.1 1989.4 241 1988.4

Estimation period is 1954.1-2002.3

Table A15
Equation 15
LHS Variable is log HO
Equation %2 Tests

RHS Variable Coef. t-stat.  Test x2 df  p-value
cnst 3.98030 26.68 Lags 2.38 2 0.3044
HFF 0.01905 8.47 RHO 4.68 3 0.1972
HFF_1 0.01132 5.03 T 7.06 1 0.0079
RHO1 0.97503 53.83
SE 0.04524
R? 0.956
DW 177

Stability Test End Test

AP T1 ) A Break p-value End
2.74 1970.1 1979.4 241 1975.2 0.9762 1995.1
481 1975.1 1984.4 233 1984.4
534 1980.1 1989.4 247 1985.3

Estimation period is 1956.1-2002.3
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Table A16
Equation 16
LHS Variable is logW F — log LAM
Equation %2 Tests

RHS Variable Coef. t-stat.  Test x2 df  p-value
logW F_1—log LAM_1 092726 3924 | YRealWageRes. 0.01 1 0.9427
logPF 0.81226 16.23 Lags 3.00 1 0.0834
cnst -0.05848 -4.26 RHO 2.95 4 0.5658
T 0.00011 2.64 UR 0.07 1 0.7977
4logPF_1 -0.75430 —
SE 0.00696
R2 0.887
DW 1.72

overid (df = 13, p-value = 0.1540)

Stability Test End Test

AP 1 T A Break p-value End
3.91 1970.1 1979.4 2.29 1970.3 0.5075 1995.1
2.96 1975.1 1984.4 2.26 1977.3
2.26 1980.1 1989.4 241 1981.1

Estimation period is 1954.1-2002.3

@ Coefficient constrained. See the discussion in the text.

b Equation estimated with no restrictions on the coefficients.

Table A17
Equation 17
LHS Variable is log(M F /P F)
Equation x2 Tests

RHS Variable Coef. t-stat.  Test x2 df  p-vaue
cnst 0.10232 175 | log(MF/PF)_q 0.05 1 0.8204
log(MF_1/PF) 0.94085 52.52 Lags 0.66 3 0.8826
log(X — FA) 0.03987 4.10 RHO 2.22 4 0.6961
a -0.00546 -3.15 T 0.01 1 0.9283
D981 0.13924 4.90
SE 0.02820
R2 0.987
DW 2.07

overid (df = 14, p-value = 0.1626)

Stability Test End Test

AP Ty ) A Break p-value End
1.68 1970.1 1979.4 2.29 1975.2 0.4403 1995.1
3.27 1975.1 1984.4 2.26 1984.2
6.14 1980.1 1989.4 241 1986.1

Estimation period is 1954.1-2002.3
Variableis[RS(1 — D2G — D2S)]_1
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Table A18
Equation 18
LHS Variable is Alog DF
Equation %2 Tests
RHS Variable Coef. t-stat.  Test %2 df  p-value
a 0.02744 12.11 bRestriction 1.97 1 0.1601
Lags 6.32 2 0.0425
RHO 16.20 4 0.0028
T 2.02 1 0.1552
cnst 0.55 1 0.4572
SE 0.02263
R2 0.049
DW 1.66
overid (df = 7, p-value = 0.1449)
Stability Test End Test
AP T1 ) A Break p-value End
4.41* 1970.1 1979.4 2.29 1976.1 0.5000 1995.1
5.13* 1975.1 1984.4 2.26 1984.4
6.29* 1980.1 1989.4 241 1986.1
Estimation period is 1954.1-2002.3
aVaiableislogl(PIEF — TFG — TFS)/DF]_1
blog DF_1 added.
Table A19
Equation 19
LHS Variable is A[INTF/(—AF + 40)]
Equation %2 Tests
RHS Variable Cosf. t-stat.  Test x2 df  p-value
onst 0.00016 1.84 | PRestriction 113 1 02875
a 0.02271 1.61 Lags 25.90 2 0.0000
RHO1 0.45283 6.73 RHO 5.14 3 0.1619
T 10.60 1 0.0011
SE 0.00065
R2 0.196
DW 2.00
Stability Test End Test
AP T1 T A Bresk p-vaue End
3.07 1970.1 1979.4 2.29 1977.1 0.0000 1995.1
7.34* 1975.1 1984.4 2.26 1983.1
7.57* 1980.1 1989.4 241 1983.1

Estimation period is 1954.1-2002.3
@Variableis . 75RQ — INT F_1/(—AF_q + 40)
bINTF_1/(—AF_1 + 40) added.
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Table A20
Equation 20
LHS Variable is 1V A
Equation %2 Tests

RHS Variable Coef. t-stat.  Test x2 df  p-value
(PX—-—PX_1)V_1 -0.27950 -4.70 Lags 2.22 2 0.3298
RHO1 0.80731 18.14 RHO 6.44 3 0.0920

T 111 1 0.2929
SE 1.76233
R2 0.713
DW 1.95
Stability Test End Test

AP i T2 A Break p-vaue End
2.73 1970.1 1979.4 2.29 1974.4 0.1343 1995.1
6.49* 1975.1 1984.4 2.26 1981.2
7.15* 1980.1 1989.4 241 1989.2

Estimation period is 1954.1-2002.3

Table A21
Equation 21
LHS Variable is AlogCCF
Equation %2 Tests

RHS Variable Cosf. t-stat.  Test x2 df  p-value
a 0.06200 7.83 bRestriction 0.50 1 0.4796
cnst 0.00278 124 Lags 6.40 2 0.0408
D621 0.05796 6.36 RHO 9.34 3 0.0251
D722 0.05332 5.60 T 0.53 1 0.4666
D723 -0.04554 -4.78
D923 0.07400 7.74
D924 -0.07837 -8.15
D941 0.07445 7.79
D942 -0.05270 -5.49
D013 0.04763 5.00
D014 0.11290 11.84
RHO1 0.31387 458
SE 0.00954
R2 0.748
DW 2.07

Stability Test End Test

AP Ty T A Break p-value End
477 1970.1 1979.4 2.29 1974.2 0.5000 1995.1
3.91 1975.1 1984.4 2.26 1976.2
2.27 1980.1 1989.4 241 1980.1

Estimation period is 1954.1-2002.3

aVariableislog[(PIK - IK F)/CCF_1]

blogCCF_1 added.
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Table A22
Equation 22
LHS Variable is BO/BR
Equation x2 Tests
RHS Variable Coef. t-stat.  Test x2 df  p-value
cnst 0.00119 0.38 Lags 11.12 3 0.0111
(BO/BR)_1 0.35179 513 | RHO 3021 4 0.0000
RS 0.00460 1.39 T 6.52 1 0.0107
RD -0.00231 -0.75
SE 0.01917
R2 0.326
DW 2.09
overid (df = 16, p-value = 0.0962)
Stability Test End Test
AP T, p) A Break p-value End
9.20* 1970.1 1979.4 2.29 1975.1 0.8060 1995.1
9.19* 1975.1 1984.4 2.26 1975.1
7.70* 1980.1 1989.4 241 1984.3
Estimation period is 1954.1-2002.3
Table A23
Equation 23
LHS Variable is RB — RS_»
Equation x2 Tests
RHS Variable Cof. t-stat.  Test x2 df  p-value
cnst 0.23696 494 “Restriction 0.66 1 0.4169
RB_1—RS_» 0.89059 43.85 Lags 0.44 2 0.8036
RS —RS_» 0.30766 7.07 RHO 3.62 3 0.3054
RS_1—RS_» -0.24082 -4.77 T 3.83 1 0.0503
RHO1 0.25177 343 Leads +1 0.00 1 0.979%4
Leads +8 0.66 2 0.7185
pﬁ 0.83 1 0.3619
pg 1.35 1 0.2445
SE 0.25897
R2 0.958
DW 2.03
overid (df = 15, p-value = 0.1837)
Stability Test End Test
AP T1 T A Break p-value End
3.56 1970.1 1979.4 2.29 1979.4 0.3955 1995.1
5.04 1975.1 1984.4 2.26 1984.4
5.37 1980.1 1989.4 241 1984.4

Estimation period is 1954.1-2002.3
4RS_5 added.
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Table A24
Equation 24
LHS Variableis RM — RS_»
Equation %2 Tests
RHS Variable Coef. t-stat.  Test x2  dof  p-value
cnst 0.42974 5.65 “Restriction 112 1 0.2899
RM_1—RS_» 0.85804 35.60 Lags 0.48 2 0.7852
RS —RS_» 0.25970 3.95 RHO 173 4 0.7848
RS_1—RS_> -0.03592 -0.42 T 0.93 1 0.3352
Leads +1 0.01 1 0.9345
Leads +4 2.99 4 0.5593
Leads +8 0.85 2 0.6535
o 0.29 1 0.5886
Pg 0.52 1 0.4719
SE 0.35698
R? 0.892
DW 1.89
overid (df = 13, p-value = 0.1011)
Stability Test End Test
AP T, T2 A Break p-value End
3.60 1970.1 1979.4 2.29 1979.4 0.4104 1995.1
11.82* 1975.1 1984.4 2.26 1984.4
11.94* 1980.1 1989.4 241 1984.4
Estimation period is 1954.1-2002.3
4RS_5 added.
Table A25
Equation 25
LHS Variable is CG/(PX_1YS_1)
Equation %2 Tests
RHS Variable Cosf. t-stat.  Test x2 df  p-value
cnst 0.12099 4.10 Lags 0.55 3 0.9087
ARB -0.20871 -1.73 RHO 2.05 4 0.7272
4 3.55665 0.28 T 0.19 1 0.6616
Leads +1 181 2 0.4047
Leads +4 3.15 8 0.9246
Leads +8 7.09 4 0.1314
ARS 212 1 0.1455
SE 0.35444
R? 0.023
DW 197
overid (df = 17, p-value = 0.6215)
Stability Test End Test
AP Ty T A Break p-value End
241 1970.1 1979.4 2.29 1974.4 0.0000 1995.1

2.59 1975.1 1984.4 2.26 1979.1
2.23 1980.1 1989.4 241 1989.4

Estimation period is 1954.1-2002.3
Variableis A[(PIEF —TFG —TFS+ PX-PIEB—TBG —TBS)]/(PX_1YS_1)
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Table A26
Equation 26
LHS Variable is log{CUR/(POP - PF)]
Equation x2 Tests

RHS Variable Coef. t-stat.  Test %2 df  p-value
cnst -0.05272 -7.26 a 5.86 1 0.0155
log[CUR_1/(POP_1PF)] 0.96339 129.70 Lags 553 3 0.1366
log[(X — FA)/POP] 0.04828 7.35 RHO 2.86 3 0.4144
RSA -0.00108 -2.19 T 0.25 1 0.6176
RHO1 -0.31085 -4.53
SE 0.01149
R? 0.998
DwW 1.99

overid (df = 17, p-value = 0.6669)

Stability Test End Test

AP T1 T A Break p-value End
3.33 1970.1 1979.4 2.29 1974.1 0.0000 1995.1
7.40 1975.1 1984.4 2.26 1984.4
8.73* 1980.1 1989.4 241 1984.4

Estimation period is 1954.1-2002.3

“Variableislog[CUR/(POP - PF)]_1

Table A27
Equation 27
LHS Variable is log(/M/P O P)
Equation %2 Tests

RHS Variable Coef. t-stat.  Test x2 df  p-value
cnst -3.58632 -6.91 Lags 10.48 3 0.0149
logIM/POP)_q 0.21223 1.90 RHO 5.00 2 0.0823
a 1.79417 6.94 T 0.58 1 0.4465
log(PF/PIM) 0.19470 3.58 Leads +1 2.01 1 0.1561
D691 -0.13092 -5.43 Leads +4 3.92 4 0.4171
D692 0.06287 2.13 Leads +8 1.71 2 0.4260
D714 -0.07815 -3.25 logPF 0.01 1 0.9205
D721 0.05791 219
RHO1 0.54484 4.46
RHO2 0.24725 2.57
SE 0.02666
R? 0.998
DW 2.03

overid (df = 23, p-value = 0.2208)

Stability Test End Test

AP Ty b A Break p-value End

10.28 1973.1 19794 1.75 1975.1 0.9328 1995.1

9.16 1975.1 19844 226 19751
3.78 1980.1 1989.4 241  1980.3

Estimation period is 1954.1-2002.3
“Variableislogl(CS+ CN+CD+IHH +IKF+IKH+IKB+IHF+1HB)/POP]
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Table A28
Equation 28
LHS Variable is logU B
Equation %2 Tests

RHS Variable Cof. t-stat.  Test %2 dof  p-value
cnst 1.07100 1.69 Lags 6.18 3 0.1033
logUB_1 0.26181 3.15 RHO 1.25 3 0.7416
logU 1.15899 5.76 T 6.93 1 0.0085
logWF 0.49835 4.02
RHO1 0.92244 22.04
SE 0.06477
R? 0.996
DwW 214

overid (df = 11, p-value = 0.0589)

Stability Test End Test

AP T1 Ty A Break p-vaue End
19.29* 1970.1 1979.4 2.29 1975.2 0.9552 1995.1
19.34* 1975.1 1984.4 2.26 1975.2
18.37* 1980.1 1989.4 241 1980.4

Estimation period is 1954.1-2002.3

Table A29
Equation 29
LHS Variable is A[INTG/(—AG)]
Equation %2 Tests

RHS Variable Coef. t-stat.  Test x2 df  p-value
cnst 0.00041 3.33 bRestriction 23.06 1 0.0000
a 0.06003 3.30 Lags 107.90 2 0.0000

RHO 145.33 4 0.0000
T 0.79 1 0.3735
SE 0.00072
R? 0.053
DwW 1.15
Stability Test End Test

AP T1 T> A Break p-value End
5.31* 1970.1 1979.4 2.29 1975.1 0.7836 1995.1
17.72* 1975.1 1984.4 2.26 1982.1
17.72* 1980.1 1989.4 241 1982.1

Estimation period is 1954.1-2002.3
4Variableis . 75RQ — [INTG/(—AG)]_1
bIINTG/(—AG)]_1 added.
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Table A30
Equation 30
LHS Variable is RS
Equation x2 Tests

RHS Variable Coef. t-stat.  Test %2 df  p-value
cnst 0.74852 4.90 Lags 6.04 4 0.1962
RS_1 0.90916  46.16 RHO 5.96 4 0.2021
100[(PD/PD_1)4 —1] 0.08027 450 T 0.00 1 0.9957
UR -11.28246 -3.64 Leads +1 0.75 2 0.6886
AUR -75.67464 -5.65 Leads +4 4.20 8 0.8386
PCM1_q 0.01100 1.88 Leads +8 2.93 4 0.5699
D794823- PCM1_1 0.21699 9.52 A 0.42 1 0.5166
ARS_1 0.22522 3.97 P 2.33 1 0.1273
ARS_» -0.32726 -6.36
SE 0.47591
R? 0.970
DW 1.83

overid (df = 12, p-value = 0.1007)

Stability test (1954.1-1979.3 versus 1982.4-2002.3): Wald statistic is 15.32 (8 degrees of freedom,
p-value =.0532.)

End Test: p-value=0.9030, End = 1995.1

Estimation period is 1954.1-2002.3
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Table A.5
The Raw Data Variables for the US Model
NIPA Data
No. Variable Table Line Description
R1 GDP 11 1 Gross Domestic Product
R2 CDz 11 3 Persona Consumption Expenditures, Durable Goods
R3 CNz 11 4 Persona Consumption Expenditures, Nondurable Goods
R4 Csz 11 5  Persona Consumption Expenditures, Services
R5 IKZ 11 8  Nonresidential Fixed Investment
R6 IHZ 11 11  Residentia Fixed Investment
R7 vz 11 12 Changein Private Inventories
R8 EXZ 11 14  Exports
R9 IMZ 11 17 Imports
R10 PURGZ 11 21 Consumption Expendituresand Gross | nvestment, Federal Gov-
ernment
R11 PURSZ 11 24 Consumption Expenditures and Gross Investment, S& L
R12 GDPR 12 1 Rea Gross Domestic Product
R13 CD 12 3 Real Personal Consumption Expenditures, Durable Goods
R14 CN 12 4 Real Personal Consumption Expenditures, Nondurable Goods
R15 CSs 12 5 Rea Persona Consumption Expenditures, Services
R16 IK 12 8 Real Nonresidential Fixed Investment
R17 IH 12 11 Rea Residential Fixed Investment
R18 \Y 12 12 Rea Changein Private Inventories
R19 EX 12 14  Rea Exports
R20 IM 12 17  Rea Imports
R21 PURG 12 21  Real Federa Government Purchases
R22 PURS 12 24  Real State and Local Government Purchases
R23 FAZ 17 6  Farm Gross Domestic Product
R24 PROGZ 17 11  Federa Government Gross Domestic Product
R25 PROSz 17 12  State and Local Government Domestic Gross Product
R26 FA 18 6 Rea Farm Gross Domestic Product
R27 PROG 18 11  Rea Federa Government Gross Domestic Product
R28 PROS 18 12  Rea State and Local Government Gross Domestic Product
R29 FIUS 19 2 Receipts of Factor Income from the Rest of the World
R30 FIROW 19 3 Payments of Factor Income to the Rest of the World
R31 CCT 19 6  Private Consumption of Fixed Capital
R32 TRF 19 14  Business Transfer Payments
R33 STAT 19 15 Statistical Discrepancy
R34 WLDF 19 21 WageAccruals less Disbursements
R35 DPER 19 23 Personal Dividend Income
R36 TRFH 19 25  Business Transfer Paymentsto Persons
R37 FIUSR 1.10 2 Rea Receipts of Factor Income from the Rest of the World
R38 FIROWR  1.10 3 Real Payments of Factor Income to the Rest of the World
R39 COMPT 114 2 Compensation of Employees
R40 SIT 114 7  Employer Contributions for Socia Insurance
R41 DC 114 25 Dividends
R42 PIECB 1.16 10 Profits Before Tax, Corporate Business
R43 DCB 1.16 13  Dividends, Corporate Business
R44 IVA 1.16 15  Inventory Valuation Adjustment, Corporate Business
R45 CCADCB 116 16  Capital Consumption Adjustment, Corporate Business
R46 INTF1 1.16 17  Net Interest, Corporate Business
R47 PIECBN 1.16 28  Profits Before Tax, Nonfinancial Corporate Business
R48 TCBN 1.16 29  Profits Tax Liability, Nonfinancial Corporate Business
R49 DCBN 1.16 31 Dividends, Nonfinancial Corporate Business
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Table A.5 (continued)

No. Variable Table Line Description

R50 CCADCBN 1.16 34  Capita ConsumptionAdjustment, Nonfinancial Corporate Busi-

ness

R51 PRI 21 10  Proprietors' Income with Inventory Valuation and Capital Con-
sumption Adjustments

R52 RNT 21 13  Renta Incomeof Personswith Capital ConsumptionAdjustment

R53 Pl 21 15 Personal Interest Income

R54 uB 21 18  Government Unemployment Insurance Benefits

R55 IPP 21 28  Interest Paid by Persons

R56 TRHR 21 29  Persona Transfer Payments to Rest of the World (net)

R57 TPG 32 2 Persona Tax and Nontax Receipts, Federa Government (see
below for adjustments)

R58 TCG 32 5  Corporate Profits Tax Accruals, Federal Government

R59 IBTG 32 8 Indirect BusinessTax and Nontax Accruals, Federal Government

R60 SIG 32 12 Contributions for Social Insurance, Federal Government

R61 CONGZ 32 14  Consumption Expenditures, Federal Government

R62 TRGH 32 16  Transfer Payments (net) to Persons, Federal Government (see
below for adjustments)

R63 TRGR 32 17  Transfer Payments (net) to Rest of the World, Federal Govern-
ment

R64 TRGS 32 18 GrantsinAidto State and Local Governments, Federal Govern-
ment

R65 INTG 32 19 Net Interest Paid, Federal Government

R66 SUBG 32 24 Subsidiesless Current Surplusof Government Enterprises, Fed-
eral Government

R67 WLDG 32 27  WageAccruals less Disbursements, Federal Government

R68 TPS 33 2 Persona Tax and Nontax Recelpts, State and L ocal Government
(S&L)

R69 TCS 33 6  Corporate Profits Tax Accruals, S&L

R70 IBTS 33 7  Indirect Business Tax and Nontax Accruals, S& L

R71 SIS 33 11  Contributions for Socia Insurance, S& L

R72 CONSz 33 14  Consumption Expenditures, S& L

R73 TRRSH 33 15 Transfer Paymentsto Persons, S& L

R74 INTS 33 16  Net Interest Paid, S&L

R75 SUBS 33 20  SubsidiesLessCurrent Surplusof Government Enterprises, S& L

R76 WLDS 33 23 WageAccrualsless Disbursements, S& L

R77 COMPMIL 3.7b 8 Compensation of Employees, Military, Federal Government

R78 SIHGA 314 3 Persona Contributions for Social Insurance to the Federal Gov-
ernment, annual data only

R79 SIQGA 314 5  Government Employer Contributionsfor Social Insuranceto the
Federal Government, annual data only

R80 SIFGA 314 6  Other Employer Contributions for Social Insurance to the Fed-
eral Government, annual data only

R81 SIHSA 314 14  Personal Contributionsfor Social Insuranceto the S& L Govern-
ments, annual data only

R82 SIQSA 314 16  Government Employer Contributionsfor Social Insuranceto the
S&L Governments, annual data only

R83 SIFSA 314 17  Other Employer Contributions for Social Insurance to the S& L
Governments, annual data only

R84 IVFAZ 5.10 2 Changein Farm Private Inventories

R85 IVFA 511 2 Real Changein Farm Private Inventories

R86 INTPRIA 820 61 Net Interest, Sole Proprietorships and Partnerships, annual data
only

R87 INTROWA 8.20 63  Net Interest, Rest of the World, annual data only
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Table A.5 (continued)
Flow of Funds Data
No.  Variable Code Description

R88 CDDCF 103020000  Change in Demand Deposits and Currency, F1

R89 NFIF 105000005 Net Financia Investment, F1

R90 IHFZ 105012003  Residential Construction, F1

R91 ACR 105030003  Access Rights from Federal Government

R92 PIEF 106060005  Profits before Tax, F1

R93 CCNF 106300015 Depreciation Charges, NIPA, F1

R94 DISF1 107005005  Discrepancy, F1

R95 CDDCNN 113020003  Change in Demand Deposits and Currency, NN

R96 NFINN 115000005 Net Financial Investment, NN

R97 IHNN 115012003  Residential Construction, NN

R98 CCNN 116300005 Consumption of Fixed Capital, NN. Also, Current Surplus =
Gross Saving, NN

R99 CDDCFA 133020003  Change in Demand Deposits and Currency, FA

R100 NFIFA 135000005 Net Financia Investment, FA

R101  CCFAT 136300005  Consumption of Fixed Capital, FA

R102 PIEFA 136060005  Corporate Profits, FA

R103 CCADFA 136310103  Capital Consumption Adjustment, FA

R104 CDDCH1 153020005 Change in Checkable Deposits and Currency, H

R105 MVCE, 154090005 Total Financial Assets of Households.

R106 CCE MV CE is the market value of the assets. CCE is the change
in assets excluding capital gains and losses

R107 NFIH1 155000005 Net Financial Investment, H

R108 CCHFF 156300005 Total Consumption of Fixed Capital, H

R109 CCCD 156300103  Consumption of Fixed Capital, Consumer Durables, H

R110 DISH1 157005005 Discrepancy, H

R111 IKH1 165013005 Nonresidential Fixed Investment, Nonprofit Institutions

R112 NFIS 215000005  Net Financial Investment, S

R113 CCS 206300003  Consumption if Fixed Capital, S

R114 DISS1 217005005 Discrepancy, S

R115 CDDCS 213020005 Changein Demand Deposits and Currency, S

R116 CGLDR 263011005 Changein Gold and SDR'’s, R

R117 CDDCR 263020005 Changein U.S. Demand Deposits, R

R118 CFXUS 263111005 Changein U.S. Official Foreign Exchange and Net IMF Posi-
tion

R119 NFIR 265000005  Net Financial Investment, R

R120 PIEF2 266060005  Corporate Profits of Foreign Subsidiaries, F1

R121  DISR1 267005005 Discrepancy, R

R122 CGLDFXUS 313011005 Changein Gold, SDR’s, and Foreign Exchange, US

R123 CDDCUS 313020005 Changein Demand Deposits and Currency, US

R124 INS 313154015  Insurance and Pension Reserves, US

R125 NFIUS 315000005  Net Financial Investment, US

R126 CCG 316300003 Consumption of Fixed Capital, US

R127 DISUS 317005005 Discrepancy, US

R128 CDDCCA 403020003  Change in Demand Deposits and Currency, CA

R129  NIACA 404090005  Net Increasein Financial Assets, CA

R130 NILCA 404190005  Net Increasein Liabilities, CA

R131 IKCAZ 405013005  Fixed Nonresidential Investment, CA

R132 GSCA 406000105  Gross Saving, CA

R133 DISCA 407005005  Discrepancy, CA

R134 NIDDLB2= Net Increasein Liabilitiesin the form of Checkable Deposits,
B2

R135 443127005 NIDDLZ1

R136 +473127003 NIDDLZ2

R137 CBRB2 443013053  Changein Reserves at Federal Reserve, B2
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Table A.5 (continued)

No. Variable Code Description
R138 IHBZ 645012205 Residential Construction, Multi Family Units, Reits
R139 CDDCB2= Change in Demand Deposits and Currency, B2
R140 793020005 CDDCFS

-NIDDAB1

-CDDCCA

R141 NIAB2= Net Increase in Financial Assets, B2
R142 444090005 NIAZ1
R143 +474090005 NIAZ2
R144 +604090005 NIAZ3
R145 +5440900005 NIAZ4
R146 +514090005 NIAZ5
R147 +574090005 NIAZ6
R148 +224090005 NIAZ7
R149 +634000005 NIAZ8
R150 +654090005 NIAZ9
R151 +554090005 NIAZ10
R152 +674190005 NIAZ11
R153 +614090005 NIAZ12
R154 +623065003 NIAZ13
R155 +644090005 NIAZ14
R156 +664090005 NIAZ15
R157 +504090005 NIAZ16
R158 NILB2= Net Increase in Liabilities, B2
R159 444190005 NILZ1
R160 +474190005 NILZ2
R161 +604090005 NILZ3
R162 +544190005 NILZ4
R163 +514190005 NILZ5
R164 +573150005 NILZ6
R165 +223150005 NILZ7
R166 +634000005 NILZ8
R167 +653164005 NILZ9
R168 +554090005 NILZ10
R169 +674190005 NILZ11
R170 +614190005 NILZ12
R171 +624190005 NILZ13
R172 +644190005 NILZ14
R173 +664190005 NILZ15
R174 +504190005 NILZ16
R175 IKB2Z= Nonresidential Fixed Investment, B2
R176 795013005 IKFCZ

-IKB1Z

-IKCAZ

-IKMAZ
R177 DISB2= Discrepancy, B2
R178 447005005 DISZ1
R179 +477005005 DISz2
R180 +607005005 DISZ3
R181 +547005005 DISzZ4
R182 +517005005 DISZ5
R183 +657005005 DISZ9
R184 +677005005 DISzZ11
R185 +617005005 DISZ12
R186 +647005005 DISZ14
R187 +667005005 DISZ15
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Table A.5 (continued)
No. Variable Code Description

R188 GSB2= Gross Saving, B2

R189 446000105 GSZ1

R190 +476000105 GSZ2

R191 +546000105 GSzZ4

R192 +516000105 GSZ5

R193 +576330063 GSZ6

R194 +226330063 GSZ7

R195 +656006003 GSZ9

R196 +676330023 GSZ11

R197 +616000105 GSZ12

R198 +646000105 GSZ14

R199 +666000105 GSZ15

R200 CGLDFXMA 713011005 Changein Gold and Foreign Exchange, MA

R201 CFRLMA 713068003  Changein Federal Reserve Loansto Domestic Banks, MA

R202  NILBRMA 713113000 Changein Member Bank Reserves, MA

R203 NIDDLRMA 713122605 Change in Liabilities in the form of Demand Deposits and
Currency due to Foreign of the MA

R204 NIDDLGMA 713123105 Change in Liabilities in the form of Demand Deposits and
Currency dueto U.S. Government of the MA

R205 NILCMA 713125005 Changein Liabilitiesin the form of Currency Outside Banks
of the MA

R206 NIAMA 714090005  Net Increasein Financial Assets, MA

R207 NILMA 714190005  Net Increasein Liabilities, MA

R208 IKMAZ 715013005  Fixed Nonresidentia Investment, MA

R209 GSMA 716000105  Gross Savings, MA

R210 DISMA 717005005  Discrepancy, MA

R211 CVCBRB1 723020005 ChangeinVault Cash and Member Bank Reserves, U.S. Char-
tered Commercia Banks

R212  NILVCMA 723025000 Changein Liabilitiesintheform of Vault Cash of Commercia
Banks of the MA

R213 NIDDAB1 743020003  Net increase in Financia Assets in the form of Demand De-
posits and Currency of Banksin U.S. Possessions

R214 CBRB1A 753013003 Changein Reserves at Federal Reserve, Foreign Banking Of-
ficesinU.S.

R215 NIDDLB1 763120005 Net Increasein Liabilitiesin the form of Checkable Deposits,
B1

R216 NIAB1 764090005  Net Increasein Financial Assets, B1

R217 NILB1 764190005 Net Increasein Liabilities, B1

R218 IKB1Z 765013005  Nonresidentia Fixed Investment, B1

R219 GSB1 766000105  Gross Saving, B1

R220 DISB1 767005005 Discrepancy, B1

R221  MAILFLT1 903023105 Mail Float, U.S. Government

R222  MAILFLT2 903029205 Mail Float, Private Domestic Nonfinancial

R223 CTRH 155400263  Net Capital Transfers, Immigrants' transfers received by per-
sons

R224 CTHG 315400153  Net Capital Transfers, Estate and gift taxes paid by persons,
federal

R225 CTHS 205400153  Net Capital Transfers, Estate and gift taxes paid by persons,
state and local

R226 CTGS 205400313  Net Capita Transfers, Federa investment grants to state and
local governments

R227 CTGR 265400313  Net Capital Transfers, Capital transfers paid to the rest of the
world, federal

R228 CTGF 105400313  Net Capital Transfers, Investment grans to business, federal
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Table A.5 (continued)

Interest Rate Data
No. Variable Description

R229 RS  Three-Month Treasury Bill Rate (secondary market), percentage points. [BOG.
Quarterly average.]

R230 RM  Conventional Mortgage Rate, percentage points. [BOG. Quarterly average.]

R231 RB  Moody’sAaa Corporate Bond Rate, percentage points. [BOG. Quarterly average.]

R232 RD  Discount Window Borrowing Rate, percentage points. [BOG. Quarterly average.]

Labor Force and Population Data
No. Variable Description

R233 CE  Civilian Employment, SA inmillions. [BLS. Quarterly average. Seethe next page
for adjustments.]

R234 U Unemployment, SA in millions. [BLS. Quarterly average. See the next page for
adjustments.]

R235 CL1 Civilian Labor Force of Males 25-54, SA in millions. [BLS. Quarterly average.
See the next page for adjustments.]

R236 CL2 Civilian Labor Force of Females 25-54, SA in millions. [BLS. Quarterly average.
See the next page for adjustments.]

R237 AF  Total Armed Forces, millions. [Computed from population data from the U.S.
Census Bureau. Quarterly average.]

R238 AF1  Armed Forces of Males 25-54, millions. [Computed from population data from
the U.S. Census Bureau. Quarterly average.]

R239 AF2  Armed Forces of Females 25-54, millions. [Computed from population data from

the U.S. Census Bureau. Quarterly average.]

R240 CPOP  Total civilian noninstitutional population 16 and over, millions. [BLS. Quarterly
average. Seethe next page for adjustments.]

R241 CPOP1  Civilian noningtitutional population of males 25-54, millions. [BLS. Quarterly
average. Seethe next page for adjustments.]

R242 CPOP2  Civilian noninstitutional population of females 25-54, millions. [BLS. Quarterly
average. Seethe next page for adjustments.]

R243 JF  Employment, Total Private Sector, All Persons, SA in millions. [BLS, unpub-
lished,“Basic Industry Data for the Economy less General Government, All Per-
sons.”

R244 HF  Average Weekly Hours, Total Private Sector, All Persons, SA. [BLS, unpub-
lished,“Basic Industry Data for the Economy less General Government, All Per-
sons.”]

R245 HO  AverageWeekly Overtime Hoursin Manufacturing, SA. [BLS. Quarterly average.]

R246 JQ Total Government Employment, SA in millions. [BLS. Quarterly average.]

R247 JG  Federal Government Employment, SA in millions. [BLS. Quarterly average.]

R248 JHQ Total Government Employee Hours, SA in millions of hours per quarter. [BLS,

Table B10. Quarterly average.]

e BLS = Website of the Bureau of Labor Statistics

e BOG = Website of the Board of Governors of the Federal Reserve System

e SA = Seasonally adusted

o For the construction of variables R249, R251, R253, R257, and R258 on the next page, the annual
observation for the year was used for each quarter of the year.
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Table A.5 (continued)
Adjustments to the Raw Data

No. \Variable Description

R249 SIHG=  [SIHGA/(SIHGA + SIHSA)](SIG + SIS- SIT)

[Employee Contributions for Social Insurance, hto g.]
R250 SIHS= SIG+SIS-SIT-SIHG

[Employee Contributions for Socia Insurance, hto s.]
R251 SIFG= [SIFGA/(SIFGA + SIQGA)](SIG - SIHG)

[Employer Contributions for Social Insurance, f to g.]
R252 SIGG= SIG-SIHG- SIFG

[Employer Contributions for Social Insurance, g to g.]
R253 SIFS=  [SIFSA/(SIFSA + SIQSA)](SIS- SIHS)

[Employer Contributions for Social Insurance, f to s
R254 SISS=  SIS- SIHS- SIFS

[Employer Contributions for Social Insurance, sto s.]
R255 TBG= [TCG/(TCG +TCS)](TCG + TCS- TCBN)

[Corporate Profit Tax Accruals, b to g.]
R256 TBS= TCG+TCS-TCBN-TBG

[Corporate Profit Tax Accruals, bto s
R257 INTPRI = [PIl/(PIl annual)]INTPRIA

[Net Interest Payments, Sole Proprietorships and Partnerships.]
R258 INTROW =  [PII/(PIl annual)]INTROWA
[Net Interest Payments of r.]
TPG=  TPG from raw data- TAXADJ
TRGH = TRGH from raw data- TAXADJ
[TAXADJ: 1968:3 = 1.525, 1968:4 = 1.775, 1969:1 = 2.675, 1969:2 = 2.725,
1969:3 = 1.775, 1969:4 = 1.825, 1970:1 = 1.25, 1970:2 = 1.25, 1970:3 = 0.1,

1975:2=-7.8]
R259 POP=  CPOP+AF

[Total noninstitutional population 16 and over, millions.]
R260 POP1=  CPOP1+AF1

[Total noninstitutional population of males 25-54, millions.]
R261 POP2=  CPOP2 +AF2

[Total noninstitutional population of females 25-54, millions.]

Adjustments to Labor Force and Population Data

Variable 1952:1- 1952:1- 197311  1952:1- 1970:1-1989:4
1971:4 1972:4 1977:4

POP 1.00547 1.00009 1.00006 - 1.0058886-.0000736075TPOP90
POP1 0.99880 1.00084  1.00056 - 1.0054512 -.00006814TPOP90
POP2 1.00251 1.00042 1.00028 - 1.00091654-.000011457TPOP90
(CE+U) 1.00391 1.00069 1.00046 1.00239 1.0107312-.00013414TPOP90
CL1 0.99878  1.00078 1.00052 1.00014  1.00697786-.00008722TPOP90
CL2 100297 1.00107 1.00071 1.00123 -
CE 1.00375 1.00069 1.00046 1.00268 1.010617-.00013271TPOP90

¢ TPOP90is79in 1970:1, 78in 1970:2, ..., 1in 1989:3, 0in 1989:4.
Variable  1990:1-1998:4

POP 1.0014883-.0000413417TPOP99
POP1 .99681716 +.000088412T POP99
POP2 1.0045032 -.00012509TPOP99
(CE+U) 1.00041798-.000011611TPOP99
CL1 .9967564+.0000901TPOP99
CL2 1.004183-.00011619TPOP99

CE 1.00042068-.000011686T POP99

e TPOP99is35in 1990:1, 34in 1990:2, ..., 1in 1998:3, 0in 1998:4.
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The Raw Data Variables in Alphabetical Order

Var. No. Var. No. Var. No. Var. No. Var. No.
ACR R91 CTHG R224 HF R244 NIAZ11 R152 POP1 R260
AF R237 CTHS R225 HO R245 NIAZ12 R153 POP2 R261
AFl R238 CTRH R223 IBTG R59 NIAZ13 R154 PRI R51
AF2 R239 CVCBRB1 R211 IBTS R70 NIAZ14 R155 PROG R27
CBRB1A R214 DC R41 IH R17 NIAZ15 R156 PROGZ R24
CBRB2 R137 DCB R43 IHBZ R138 NIAZ16 R157 PROS R28
CCADCB R45 DCBN R49 IHFZ R90 NIAZ2 R143 PROSZ R25
CCADCBN R50 DISB1 R220 IHNN R97 NIAZ3 R144 PURG R21
CCADFA R103 DISB2 R177 IHZ R6 NIAZ4 R145 PURGZ R10
CCCD R109 DISCA R133 IK R16 NIAZ5 R146 PURS R22
CCE R106 DISF1 R94 IKB1Z R218 NIAZ6 R147 RB R231
CCFAT R101 DISH1 R110 IKB2Z R175 NIAZ7 R148 RD R232
CCG R126 DISMA R210 IKCAZ R131 NIAZ8 R149 RM R230
CCHFF R108 DISR1 R121 IKFCZ R176  NIAZ9 R150 RNT R52
CCNF R93 DISSs1 R114 IKH1 R111 NIDDAB1 R213 RS R229
CCNN R98 DISUS R127 |IKMAZ R208 NIDDLB1 R215 SIFG R251
CCs R113 DIsz1 R178 IKZ R5 NIDDLB2 R134 SIFGA R80
CCT R31 DISZ11 R184 IM R20 NIDDLGMAR204 SIFS R253
CD R13 DISz12 R185 IMZ R9 NIDDLRMA R203 SIFSA R83
CDDCB2 R139 DISZ14 R186 INS R124 NIDDLZ1 R135 SIGG R252
CDDCCA R128 DISz15 R187 INTF1 R46 NIDDLZ2 R136 SIHG R249
CDDCF R88 Disz2 R179 INTG R65 NILB1 R217 SIHGA R78
CDDCFA R99 DISz3 R180 INTPRI R257 NILB2 R158 SIHS R250
CDDCFS R140 DIsz4 R181 INTPRIA R86 NILBRMA R202 SIHSA R81
CDDCH1 R104 DISZ5 R182 INTROW R258 NILCA R130 SIQGA R79
CDDCNN  R95 DISz9 R183 INTROWA R87 NILCMA R205 SIQSA R82
CDDCR R117 DPER R35 INTS R74 NILMA R207 SIS R71
CDDCS R115 EX R19 PP R55 NILVCMA R212 SISS R254
CDDCUS R123 EXZ R8 \Y R18 NILZ1 R159 SIT R40
CDhz R2 FA R26 IVA R44 NILZ10 R168 STAT R33
CE R233 FAZ R23 IVFA R85 NILZ11 R169 SUBG R66
CFRLMA R201 FIROW R30 1IVZ R7 NILZ12 R170 SUBS R75
CFXUS R118 FIROWR R38 JG R247  NILZ13 R171 TBG R255
CGLDFXMAR200 FIUSR R37 JHQ R248 NILZ14 R172 TBS R256
CGLDFXUS R122 GDP R1 JQ R246  NILZ15 R173 TCG R58
CGLDR R116 GDPR R12 MAILFLT1IR221 NILZ16 R174 TCS R69
CL1 R235 GSB1 R219 MAILFLT2R222 NILZ2 R160 TPG R57
CL2 R236 GSB2 R188 MVCE R105 NILZ3 R161 TPS R68
CN R14 GSCA R132 NFIF R89 NILZ4 R162 TRF R32
CNz R3 GSMA R209 NFIFA R100 NILZ5 R163 TRFH R36
COMPMIL R77 GSzZ1 R189 NFIH1 R107 NILZ6 R164 TRGH R62
COMPT R39 GSz11 R196 NFINN R96 NILZ7 R165 TRGR R63
CONGZ R61 GSz12 R197 NFIR R119 NILZ8 R166 TRGS R64
CONSz R72 GSz14 R198 NFIS R112 NILZ9 R167 TRHR R56
CPOP R240 GSz15 R199 NFIUS R125 PIECB R42 TRRSH R73
CPOP1 R241 GSz2 R190 NIAB1 R216 PIECBN R47 U R234
CPOP2 R242 GSz4 R191 NIAB2 R141 PIEF R92 uB R54
CS R15 GSZ5 R192 NIACA R129 PIEF2 R120 WLDF R34
CTGF R228 GSZ6 R193 NIAMA R206 PIEFA R102 WLDG R67
CTGR R227 GSz7 R194 NIAZ1 R142 Pl R53 WLDS R76
CTGS R226 GSz9 R195 NIAZ10 R151 POP R259
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Table A.6
Links Between the National Income and Product Accounts
and the Flow of Funds Accounts
Receipts fromitoj: (ij=h,f, b,r,g,s)

fh= COMPT - PROGZ - PROSZ - (SIT - SIGG - SISS) - SUBG - SUBS + PRI + RNT + INTF
+TRFH + DC - DRS- (DCB - DCBN) + INTOTH + INTROW + CCHFF - CCCD - WLDF
+WLDG + WLDS
bh DCB - DCBN
gh= PROGZ - SIGG - WLDG + TRGH + INS+ INTG + SUBG
= PROSZ - SISS-WLDS + TRRSH + INTS + SUBS
hf = CSZ+CNZ +CDZ - IBTG - IBTS- IMZ - FIROW -[GSB1 + GSB2 + (DCB - DCBN) +
TBG + TBS] + (IHZ - IHFZ - IHBZ - IHNN) + IKH1
bf = IHBZ + IKB1Z + IKB2Z
rf = EXZ + FIUS
of = PURGZ - PROGZ + IKMAZ + IKCAZ - CCG
sf = PURSZ - PROSZ - CCS
hb = GSB1+ GSB2 + (DCB - DCBN) + TBG + TBS
hr = IMZ + TRHR + FIROW
fr= TRFR
or= TRGR
hg = TPG + IBTG + SIHG
fg= TCG-TBG + SIFG
bg = TBG
gg= SIGG
hs= TPS+IBTS+ SIHS
fs= TCS-TBS+ SIFS+ DRS
bs= TBS
gs= TRGS
ss= SISS
Saving of the Sectors
SH = fh +bh + gh + sh- (hf + hb + hr + hg + hs)
SF= hf + bf + rf + of + sf - (fh +fg + fs+fr)
SB = hb - (bh + bf + bs + bg)
SR = hr+gr-rf +fr
SG= hg +fg + bg - (gh + of +gr + gs)
SS= hs + fs+ bs+ gs- (sh + sf)
Checks
0= SH+SF+SB+SR+SG+SS
SH = NFIH1 + DISH1 - CTRH + CTHG + CTHS
SF= NFIF + DISF1 + NFIFA + NFINN + STAT - CCADFA + ACR + WLDF - WLDG - WLDS
- DISBA - CTGF
SB = NIAB1- NILB1+ NIAB2- NILB2 + DISB1 + DISB2
SR= NFIR + DISR1 + CTRH - CTGR
SG= NFIUS + NIACA - NILCA + NIAMA - NILMA + DISUS + DISCA + DISMA - GSMA -
GSCA - ACR + CTGF + CTGR - CTHG + CTGS
= NFIS1 + DISS1 - CTHS- CTGS
= -NIDDLB1+NIDDAB1+CDDCB2-NIDDLB2+ CDDCF+MAILFLT1+ MAILFLT2+
CDDCUS+ CDDCCA - NIDDLRMA - NIDDLGMA + CDDCH1 + CDDCFA + CDDCNN
+ CDDCR + CDDCS - NILCMA
0 CVCBRBL1 + CBRB1A + CBRB2 - NILBRMA - NILVCMA
0= CGLDR - CFXUS + CGLDFXUS + CGLDFXMA

o See Table A 5 for the definitions of the raw data variables.
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Table A.7
Construction of the Variables for the US Model

Variable  Construction

AA Def., Eq. 89.

AB Def., Eq. 73. Base Period=1971:4, Value=248.176

AF Def., Eq. 70. Base Period=1971:4, Value=-388.975

AG Def., Eq. 77. Base Period=1971:4, Value=-214.587

AH Def., Eq. 66. Base Period=1971:4, Value=2222.45

AR Def., Eq. 75. Base Period=1971:4, Value=-18.359

AS Def., Eq. 79. Base Period=1971:4, Value=-160.5

BO Sum of CFRLMA.. Base Period=1971:4, Value=.039

BR Sum of CVCBRBL1. Base Period=1971:4, Value=35.329

CCB [GSB1+GSB2-(PIECB-PIECBN)-(DCB-DCBN)-TBG-TBS])/P X .

CCF CCNF+CCNN+CCFAT

CCG CCG

CCH CCHFF-CCCD

CcCS CCs

CcD CD

CDA Peak to peak interpolation of CD/POP. Peak quarters are 1953:1, 1955:3, 1960:2,
1963:2, 1965:4, 1968:3, 1973:2, 1978:4, 1985:1, 1988:4, 1994:1, 1995:4, and 2000:3.

CF Def., Eq. 68

CcG MVCE —MVCE_1—CCE

CN CN

CcOoG PURG-PROG

cos PURS-PROS

CcS CSs

CUR Sum of NILCMA. Base Period=1971:4, Value=53.521

D1G Def., Eq. 47

D1GM Def., Eq. 90

D1S Def., Eq. 48

D1SM Def., Eq. 91

D2G Def., Eq. 49

D2S Def., Eq. 50

D3G Def., Eq. 51

D3S Def., Eq. 52

DAG Def., Eq. 53

D5G Def., Eq. 55

DB DCB-DCBN

DELD Computed using NIPA asset data

DELH Computed using NIPA asset data

DELK Computed using NIPA asset data

DF DC-(DCB-DCBN)

DISB DISB1+DISB2

DISBA GSB1+GSB2-(PIECB-PIECBN)-(DCB-DCBN)-TBG-TBS-CCT+(CCHFF-CCCD)
+CCNF+CCNN+CCFAT-CCADCB

DISF DISF1-CCADFA+ACR-CTGF

DISG DISUS+DISCA+DISMA-GSCA-GSMA-ACR+CTGF+CTGR-CTHG+CTGS
DISH DISH1-CTRH+CTHG+CTHS

DISR DISR1+CTRH-CTGR

DISS DISS1-CTHS-CTGS

DRS DC-DPER

E CE+AF

EX EX

EXPG Def., Eq. 106
EXPS Def., Eq. 113
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Table A.7 (continued)

Variable Construction

FA FA
FIROW FIROW
FIROWD  FIROW/FIROWR

FIUS FIUS

FIUSD FIUS/FIUSR

G1 Def., Eq. 57

GDP Def., Eqg. 82, or GDP

GDPD Def., Eq. 84

GDPR GDPR

GNP Def., Eq. 129

GNPD Def., Eq. 131

GNPR Def., Eq. 130

HF 13-HF

HFF Def., Eg. 100

HFS Peak to peak interpolation of H F. The peaks are 1952:4, 1960.3, 1966:1, 1977:2, and
1990:1. Flat end.

HG JHQ/Q

HM 520

HN Def., Eq. 62

HO 13-HO. Constructed values for 1952:1-1955:4.

HS JHQ/IIQ

IBTG IBTG

IBTS IBTS

IGZ PURGZ-CONGZ

IHB IHBZ/(IHZ/1H)

IHF (IHFZ+IHNN)/(IHZ/1H)

IHH (IHZ-IHFZ-IHBZ-IHNN)/(IHZ/1H)

IHHA Peak to peak interpolation of IHH/P O P. Peak quarters are 1955:2, 1963:4, 1978:3,
1986:3, 1994:2, and 2000:1.

IKB (IKB1Z+IKB22)/(IKZ/IK)

IKF (IKZ-IKH1-IKB1Z-1KB2Z)/(IKZ/IK)

IKG (IKCAZ+HIKMAZ)/(IKZ/IK)

IKH IKHL/(IKZ/IK)

M IM

INS INS

INTF INTF1L+INTPRI

INTG INTG

INTOTH  Pl-INTF1-INTG-INTSIPP-INTROW-INTPRI
INTROW  INTROW

INTS INTS

1SZ PURSZ-CONSZ

IVA IVA

IVF v

JF JF

JG JG

JHMIN Def., Eq. 94

JJ Def., Eq. 95

JJP Peak to peak interpolation of JJ. The peaksare 1952:4, 1955:4, 1959:3, 1969:1, 1973:3,
1979:3, 1985:4, 1990:1, 1995:1, and 2000:2. Flat end.

JM AF

JS JQ-JG
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Table A.7 (continued)

Variable Construction

KD Def., Eq. 58. Base Period=1952:1, Value=276.24, Dep. Rate=DELD

KH Def., Eq. 59. Base Period=1952:1, Value=1729.44, Dep. Rate=DELH

KK Def., Eq. 92. Base Period=1952:1, Value=1803.81, Dep. Rate=DELK

KKMIN Def., Eq. 93

L1 CL1+AF1

L2 CL2+AF2

L3 Def., Eq. 86

LAM Computed from peak to peak interpolation of log[Y/(J F - HF)]. Peak quarters are
1955:2, 1966:1, 1973:1, 1992:4, and 2002:3.

LM Def., Eq. 85

M1 Def., Eq. 81. Base Period=1971:4, Value=250.218

MB Def., Eq. 71. Also sum of -NIDDLB1+CDDCFS-CDDCCA-NIDDLZ1-NIDDLZ2.
Base Period=1971:4, Value=-191.73

MDIF CDDCFS-MAILFLT1

MF Sum of CODCF+MAILFLT1+MAILFLT2+CDDCFA+CDDCNN, Base Period=1971:4,
Value=84.075

MG Sum of CDDCUS+CDDCCA-NIDDLRMA-NIDDLGMA, Base Period=1971:4,
Vaue=10.526

MH Sum of CDDCH1. Base Period=1971:4, Value=125.813

MR Sum of CDDCR. Base Period=1971:4, Value=12.723

MS Sum of CDDCS. Base Period=1971:4, Value=12.114

MUH Peak to peak interpolation of Y/K K. Peak quarters are 1953:2, 1955:3, 1959:2, 1962:3,
1965:4,1969:1, 1973:1, 1977:3, 1981:1, 1984:2, 1988:4, 1993:4, 1998:1. Flat beginning;
flat end.

PCD CDz/CD

PCGNPD Dsf. Eq. 122

PCGNPR Def, Eq. 123

PCM1 Def., Eq. 124

PCN CNZ/CN

PCS csz/cs

PD Def., Eq. 33

PEX EXZ/EX

PF Def., Eq. 31

PFA FAZIFA

PG (PURGZ-PROGZ)/(PURG-PROG)

PH Def., Eq. 34

PIEB (PIECB-PIECBN)/P X.

PIEF Def., Eq. 67, or PIEF1+PIEF2+PIEFA (for checking only)

PIH IHZ/IH

PIK IKZ/IIK

PIM IMZ/IM

PIV IVZ/IV, with thefollowing adjustments: 1954:4 = .2917, 1959:3 = .2945, 1971:4 = .3802,
1975:3 = .5694, 1975:4 = 5694, 1979:4 = .9333, 1980:2 = .7717, 1982:3 = .8860, 1983:3
= .8966, 1987:3 = .9321, 1991:3 = .9315, 1992:1 = .9177, 2000:2 = 1.0000, 2002:3 =
1.0000

POP POP

POP1 POP1

POP2 POP2

POP3 POP-POP1-POP2
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Table A.7 (continued)

259

Variable  Construction
PROD Def., Eqg. 118
PS (PURSZ-PROSZ)/(PURS-PROS)
PSI1 Def., Eq. 32
PSI2 Def., Eq. 35
PSI3 Def., Eq. 36
PSI4 Def., Eq. 37
PSI5 Def., Eq. 38
PSI6 Def., Eq. 39
PSIT7 Def., Eq. 40
PSI8 Def., Eq. 41
PSI9 Def., Eq. 42
PSI10 Def., Eq. 44
PSI11 Def., Eq. 45
PSI12 Def., Eq. 46
PSI13 (PROG+PROS)/(JHQ + 520AF)
PUG Def., Eg. 104 or PURGZ
PUS Def., Eg. 110 or PURSZ
PX (CDZ+CNZ+CSZ+IHZ+IKZ+PURGZ-PROGZ+PURSZ-PROSZ+EXZ-IMZ-IBTG-
IBTS)/ (CD+CN+CS+IH+K+PURG-PROG+PURS-PROS+EX-IM)
0 Sum of CGLDFXUS+CGLDFXMA.. Base Period=1971:4, Value=12.265
RB RB
RD RD
RECG Def., Eg. 105
RECS Def., Eq. 112
RM RM
RMA Def., Eg. 128
RNT RNT
RS RS
RSA Def., Eg. 130
SB Def., Eq. 72
SF Def., Eqg. 69
SG Def., Eq. 76
SGP Def., Eq. 107
SH Def., Eg. 65
SHRPIE Def, Eq. 121
SIFG SIFG
SIFS SIFS
SIG SIG
SIGG SIGG
SIHG SIHG
SIHS SIHS
SIS SIS
SISS SISS
SR Def., Eq. 74
SRZ Def., Eq. 116
SS Def., Eq. 78
SSP Def., Eq. 114
STAT STAT
STAT P Def., Eq. 83
SUBG SUBG
SUBS SUBS
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Table A.7 (continued)

Variable  Construction

T 1in1952:1, 2in 1952:2, etc.

TAUG Determined from aregression. See the discussion in the text

TAUS Determined from aregression. See the discussion in the text

TBG TBG

TBS TBS

TCG TCG

TCS TCS

TFG Def., Eq. 102

TFS Def., Eq. 108

THG Def., Eq. 101

THS TPS

TPG TPG

TRFH TRFH

TRFR TRF-TRFH

TRGH TRGH

TRGR TRGR

TRGS TRGS

TRHR TRHR

TRRSH TRRSH

TRSH Def., Eq. 111

U (CE+U)-CE

UB uB

UBR Def., Eq. 125

UR Def., Eq. 87

Vv Def., Eq. 117. Base Period=1996:4, Value=1251.9

WA Def., Eq. 126

WF [COMPT-(PROGZ-WLDG)-(PROSZ-WLDS)-(SIT-SIGG-SISS)+PRI]/  [JF(HF +
.5H0)]

WG (PROGZ-COMPMIL-WLDG)/[JG(IHQ/IQ)]

WH Def., Eq. 43

WLDF WLDF
WLDG WLDG
WLDS WLDS

WM COMPMIL/(520AF)

WR Def., Eq. 119

WS (PROSZ-WLDS)/[(JQ-JG)(IHQ/IQ)]
X Def., Eq. 60

XX Def., Eq. 61

Y Def., Eq. 63

YD Def., Eq. 115

YNL Def., Eq. 99

YS Def., Eq. 98

Yr Def., Eq. 64

e The variablesin the first column are the variables in the model. They are defined by the identitiesin
TableA.3 or by theraw datavariablesin TableA.5. A right hand side variablein thistableisaraw data
variable unlessit isinitaics, in which case it is a variable in the model. Sometimes the same letters
are used for both avariable in the model and araw data variable.
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Table A.8
Solution of the Model Under Alternative Monetary Assumptions

There arefive possible assumptions that can be made with respect to monetary policy inthe USmodel. In
the standard version monetary policy is endogenous; it is explained by equation 30-theinterest rate rule.
Under aternative assumptions, where monetary policy is exogenous, equation 30 is dropped and some
of the other equations are rearranged for purposes of solving the model. For example, in the standard
version equation 125 is used to solve for the level of nonborrowed reserves, U BR:

UBR =BR—-BO (125)

When, however, thelevel of nonborrowed reservesis set exogenously, the equationisrearranged and used
to solve for total bank reserves, BR:

BR=UBR+ BO (125)

The following shows the arrangement of the equations for each of the five monetary policy assumptions.
The variable listed is the one that is put on the left hand side of the equation and “ solved for.”

Eq. RS RS M1 UBR AG
No. Eq.30 exog exog exog exog

9 MH MH RSA RSA RSA
30 RS Out Out Out Out
57 BR BR BR MB MB
71 MB MB MB MH MH
77  AG AG AG AG BR
81 M1 M1 MH M1 M1

125 UBR UBR UBR BR UBR
127 RSA RSA RS RS RS
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Table A.9
First Stage Regressors for the US model for 2SLS

Eq. First Stage Regressors

1 cnst, AGl, AG2, AG3, log(CS/POP)_q, loglYD/(POP - PH)|_1, RSA_q,
log(AA/POP)_1, T, log(l — DIGM — D1SM — D4G)_1, log(IM/POP)_1, logl(JG -
HG + JM - HM + JS - HS)/POP], log(PIM/PF)_1, loglYNL/(POP - PH)]_1,
100[(PD/PD_1)* — 1]_1, logl(COG + C0OS)/POP], logl(TRGH + TRSH)/(POP -
PH_1)1, RS_2, RB_1,109(Y/POP)_1,109(V/POP)_1, UR_,

2 cnst, AGl, AG2, AG3, log(CN/POP)_1, Alog(CN/POP)_q, l0g(AA/POP)_1,
loglY D/(POP-PH)|_1, RMA_1,log(1— D1GM — D1SM — D4G)_1,109(IM/POP)_1,
log(EX/POP)_1, 10g[(JG - HG + JM - HM + JS - HS)/POP], log(PIM/PF)_1,
loglYNL/(POP - PH)|_1, 100[(PD/PD_1)* — 1]_1, 10g[(COG + COS)/POP],
logl(TRGH + TRSH)/(POP - PH_1)], RS_1, RS_,109(V/POP)_1, UR_1

3 cnst, AGl, AG2, AG3, (KD/POP)_1, DELD(KD/POP)_1 — (CD/POP)_1,
YD/(POP-PH),(RMA-CDA)_1,(AA/POP)_1,l09(1— D1GM — D1SM — DAG) _1,
log(IM/POP)_1, lOQ(EX/POP)_1, log(PIM/PF)_1, loQlYNL/(POP - PH)]_1,
log[(COG + COS)/POP], log[(TRGH + TRSH)/(POP - PH_1)], log(Y/POP)_1,
log(V/POP)_1,UR_1

4  cnst, (KH/POP)_1, [YD/(POP - PH)|_1, RMA_1IHHA, [YD/(POP
PH)|_5, RMA_IHHA_,, RMA_3IHHA_», (KH/POP)_», (KH/POP)_s,
A(UHH/POP)_1, AUHH/POP)_», DELH(KH/POP)_1 — (IHH/POP)_1,
DELH_((KH/POP)_, — (IHH/POP)_o, DELH_»(KH/POP)_3 —
(IHH/POP)_3, logl — DIGM — DISM — DA4G)_1, log(IM/POP)_q,
log(EX/POP)_1,logl(JG-HG+JM-HM+JS-HS)/POP),loglYNL/(POP-PH)]_1,
100[(PD/PD_1)* — 1]_1, logl(COG + COS)/POP], log[(TRGH + TRSH)/(POP -
PH_3)]

5 cnst, log(L1/POP1)_1,log(AA/POP)_1, UR_1,log(l — DIGM — D1SM — DAG)_1,
log(IM/POP)_1, log[(JG - HG + JM - HM + JS - HS)/POP], log(PIM/PF)_q,
loglY NL/(POP - PH)]_1, 100[(PD/PD_1)* — 1]_1, logl(COG + COS)/POP],
log(Y/POP)_1,l0g(V/POP)_1

6  cnst,log(L2/POP2)_1,log(WA/PH)_1,l09(AA/POP)_1, T, log(l— DIGM — D1SM —
DAG)_1,log(IM/POP)_1,l09(EX/POP)_1,109[(JG-HG+JM-HM~+JS-HS)/POP),
log(PIM/PF)_1,l0[YNL/(POP - PH)]_1,10g[(COG + COS)/POP], log[(TRGH +
TRSH)/(POP - PH_1)], RS_1, RS_p, RB_1,l0g(Y/PO P)_1, log(V/POP)_1

7 cnt, log(L3/POPL)_1), log(WA/PH)_1, log(AA/POP)_1, UR_4, log(1 — DIGM —
D1SM — D4G)_1,109(IM/POP)_1,l09(EX/POP)_1,109[(JG-HG+JM-HM + J S -
HS)/POP),log(PIM/PF)_1,100[(PD/PD_1)*—1]_1,100[(TRGH+TRSH)/(POP"
PH_1)],l0g(Y/POP)_q

8 cnst, log(LM/POP)_1, log(WA/PH)_1, UR_1, log(l — DIGM — DI1SM -—
DAG)_1, log(IM/POP)_1, log(EX/POP)_1, logl(JG - HG + JM - HM + JS -
HS)/POP], log(PIM/PF)_1, loglY NL/(POP - PH)]_1, 100[(PD/PD_1)* — 1]_1,
log[(COG +C0OS)/POP], log(TRGH +TRSH)/(POP - PH_1)], RS_1, RS_», RB_1,
log(Y/POP)_1,log(V/POP)_1,l00(AA/POP)_q
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Table A.9 (continued)

Eq.

First Stage Regressors

10

11

12

13

14

16

17

18

cnst,  loglMH_1/(POP_1PH)]_1, loglY¥D/(POP - PH)_1,  RSA_q,
T, D981, logM H_1/(POP_1PH)]_p, logIM H_1/(POP_1PH)]_3,
logiIMH_1/(POP_1PH)]_4, l0glYD/(POP - PH)|_5, loglYD/(POP - PH)]_3,
loglY D/(POP - PH)]_a, loglYD/(POP - PH)l_5, RSA_p, RSA_3, RSA_a,
RSA_s, logIMH_1/(POP_1PH_1)], D981_3, D98l_p, D98l 3, D98l 4,
log(l — DIGM — DISM — D4G)_1, logUM/POP)_1, log(EX/POP)_1,
logl(JG-HG+JM-HM+JS-HS)/POP],log(PIM/PF)_1,109[YNL/(POP-PH)]_1,
100[(PD/PD_1)* — 1]_1, logl(COG + COS)/POP], log(TRGH + TRSH)/(POP -
PH_1)], RB_1, UR_1,109(Y/POP)_1,log(V/POP)_1,109(AA/POP)_q

logPF_q1, log[[WF(1 + D5G)] — logLAM]_q, cnst, log(PIM/PF)_q, UR_q,
T, log(l — DIGM — DI1SM — DA4G)_1, log(IM/POP)_y, log(EX/POP)_1,
loglY NL/(POP - PH)]_1, log[(COG + COS)/POP], 1og[(TRGH + TRSH)/(POP -
PH_3)],log(Y/POP)_1,l09(AA/POP)_1

cnst, logY_1, logV_1, D593, D594, D601, logY_», logY_3, logY_g4, logV_s,
logV_3, logV_4, D601_1, D601_p, D601_3, T, log(l — DIGM — D1SM — D4G)_1,
loglUM/POP)_1, l0g(EX/POP)_1, log(PIM/PF)_1, log[lYNL/(POP - PH)]_1,
100[(PD/PD_1)* — 1]_1, logl(COG + COS)/POP], log(TRGH + TRSH)/(POP -
PH_1)], RS_1,RB_1,UR_1

cnst, logKK_1, logKK_p, logY_j, logY_p, logY_3, logY_4, logY_s,
log(KK/KKMIN)_1, RB_»(1 — D2G_p» — D2S_p) — 100(PD_3/PD_g) — 1),
(CG_24+CG_3+CG_y)/(PX_2YS_2+ PX_3YS_3+ PX_4YS_yg),log(1— DIGM —
D1SM — D4G)_1, log(EX/POP)_1, logl(JG - HG + JM - HM + JS - HS)/POP],
loglYNL/(POP - PH)|_1, log(TRGH + TRSH)/(POP - PH_j1)]l, UR_1,
log(AA/POP)_1

cnst, log[JF/(JHMIN/HFS)]_1, AlogJF_1, AlogY_y, D593, log(1 — DIGM —
D1SM — D4G)_1, log(IM/POP)_1, log(EX/POP)_1, log[(JG - HG + JM - HM +
JS-HS)/POP],log(PIM/PF)_1,l09[Y NL/(POP-PH)]_1,100[(PD/PD_1)*—1]_1,
log[(COG +C0OS)/POP],log(TRGH +TRSH)/(POP - PH_1)], RS_1, RS_5, RB_1,
log(Y/POP)_1,log(V/POP)_1, UR_1,l0g(AA/POP)_1

cnst, log(HF/HFS)_1, loglJF/(JHMIN/HFS)]_1, AlogY_q, logl(JG - HG + JM -
HM+JS-HS)/POP],log(PIM/PF)_1,100[(PD/PD_1)*—1]_1, RS_1, RS_2, UR_1

logWF_1 — logLAM_1 — logPF_1, cngt, T, log(l — DIGM — D1SM — DA4G)_1,
log(EX/POP)_1, logl(JG - HG + JM - HM + JS - HS)/POP], log(PIM/PF)_j,
loglYNL/(POP - PH)]_1,10g[(COG + COS)/POP], logl(TRGH + TRSH)/(POP -
PH_1)1, RS_1, RS_», RB_1, log(Y/POP)_1, log(V/POP)_1, UR_q, logPF_; —
[B1/(1 — B2)]log PF_2

cnst, T, 1og(M F/PF)_1,l09(X — FA)_1, RS(1— D2G — D2S) _1, D981, T, log(1- D1G M —
D1SM — DAG)_1, log(IM/POP)_1, l0g(EX/POP)_1, logl(JG - HG + JM - HM +
JS-HS)/POP],log(PIM/PF)_1,1000Y NL/(POP-PH)]_1,100[(PD/PD_1)*—1]_1,
l0g[(COG + COS)/POP], RS_p, RB_1,log(Y/POP)_1,log(V/POP)_1, UR_1

cnst, log[(PIEF —TFG—TFS)/DF_1]_1,l0g[(JG-HG+JM -HM+JS-HS)/POP],
log(PIM/PF)_1,100[(PD/PD_1)* — 111, RS_1, RS_2, UR_1

263
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Table A.9 (continued)

Eq.

First Stage Regressors

22

23

24

25

26

27

28

30

cnst, (BO/BR)_1, RS_1, RD_1, T,log(1— D1GM — D1SM — DAG)_1,log(IM/POP)_1,
log(EX/POP)_1, 109[(JG - HG + JM - HM + JS - HS)/POP], log(PIM/PF)_1,
loglYNL/(POP - PH)|_1, 100[(PD/PD_1)* — 1]_1, 10g[(COG + COS)/POP],
logl(TRGH + TRSH)/(POP - PH_1)], RS_2, RB_1,109(Y/POP)_1,109(V/POP)_1,
UR_1,109(AA/POP)_1

cnst, RB_1, RB_2, RS_1, RS_», RS_3, log(1 — DIGM — D1SM — DAG)_q,
log(IM/POP)_1, l0g(EX/POP)_1, lOg[(JG - HG + JM - HM + JS - HS)/POP],
log(PIM/PF)_1, loglYNL/(POP - PH)]_1, lOO[(PD/PD_1)4 — 1]_4, logl(COG +
COS)/POP],I09[(TRGH +TRSH)/(POP-PH_1)],log(Y/POP)_1,log(V/POP)_1,
log(AA/POP)_1,UR_q

cnst, RM_1, RS_1, RS_p, log(l — DIGM — D1SM — DAG)_q, log(IM/POP)_1,
log(EX/POP)_1, 10g[(JG - HG + JM - HM + JS - HS)/POP], log(PIM/PF)_1,
loglYNL/(POP - PH)]_1, 100[(PD/PD_1)* — 1]_1, 10g[(COG + COS)/POP],
log(TRGH + TRSH)/(POP - PH_1)], log(Y/POP)_1, log(V/POP)_q,
log(AA/POP)_1,UR_1

cnst, ARB_q, [[A(PIEF — TFG —TFS+ PX - PIEB — TBG — TBS)]/(PX_1 -
YS_1)]-1,T,log(1 — DI1GM — D1SM — DAG)_1,log(IM/POP)_1,l09(EX/POP)_1,
log[(JG-HG+JM-HM+JS-HS)/POP],log(PIM/PF)_1,log[YNL/(POP-PH)]_1,
:I.OO[(PD/I:"D_]_)4 —1]_1, logl(COG + COS)/POP], logi(TRGH + TRSH)/(POP -
PH_1)],RS_1,RS_2,RB_1,log(Y/POP)_1,log(V/POP)_1,UR_1,l00(AA/POP)_1

cnst, log[CUR_1/(POP_1PF)]_1, logl(X — FA)/POP]_1, RSA_;,
loglCUR_1/(POP_1PF_1)],T,log(1— D1GM — D1SM — D4G)_1,logUM/POP)_1,
log(EX/POP)_1, logl(JG - HG + JM - HM + JS - HS)/POP], log(PIM/PF)_1q,
loglY NL/(POP - PH)]_1, 100[(PD/PD_1)* — 1]_1, logl(COG + COS)/POP],
logl[(TRGH +TRSH)/(POP - PH_1)], RS_2, RB_3,log(Y/POP)_1,log(V/POP)_3,
UR_1,l0g(AA/POP)_1

cnst, log(IM/POP)_q, logl(CS + CN + CD + IHH + IKF + IHB + IHF +
IKB+IKH)/POP]_1,l09(PF/PIM)_1, D691, D692, D714, D721, l0g(IM/P O P)_o,
log(IM/POP)_3, logl(CS + CN + CD + I[HH + IKF + IHB + IHF + IKB +
IKH)/POP]_p, 10g[(CS + CN + CD + IHH + IKF + IHB + IHF + IKB +
IKH)/POP]_3, log(PF/PIM)_5, log(PF/PIM)_3, D692_1, D692_5 D721_1,
D721_5, log(1 — DIGM — D1SM — D4G)_1, log(EX/POP)_1, logl(JG - HG + JM -
HM~+JS-HS)/POP],log[YNL/(POP-PH)]_1,100[(PD/PD_1)*—1]_1,log[(COG+
C0S)/POP], log[(TRGH + TRSH)/(POP - PH_1)], RS_1, RB_1, log(Y/POP)_1,
log(V/POP)_1, UR_1,109(AA/POP)_1

cnst, logUB_1, logU_1, logWF_1, logUB_», log(1 — D1GM — D1SM — DA4G)_1,
logIM/POP)_1, log[(JG - HG + JM - HM + JS - HS)/POP], log(PIM/PF)_q,
loglYNL/(POP - PH)|_1, 100[(PD/PD_1)* — 1]_1, logl(COG + COS)/POP],
log[(TRGH + TRSH)/(POP - PH_1)], RS_1, RS_>

cnst, RS_q, 100[(PD/PD_1)* — 1]_1, UR_1, AUR_;, PCM1_,, D794823 .
PCM1_1, ARS_1, ARS_5, T, log(1 — D1GM — D1SM — DAG)_1, log(IM/POP)_1,
log(EX/POP)_1, l0g[(JG - HG + JM - HM + JS - HS)/POP], log(PIM/PF)_1,
loglY NL/(POP - PH)]_1, log[(COG + COS)/POP), logl(TRGH + TRSH)/(POP -
PH_1)],log(Y/POP)_1,log(V/POP)_1,l09(AA/POP)_1




A.4. THE IDENTITIES

Table A.10

Variables Used in Each Equation

265

Var. Eq. Used in Equation: Var. Eq. Used in Equation:

AA 89 1,234,567 D942 exog 21

AB 73 80 D981 exog 9,17

AF 70 19, 80 D013 exog 21

AG 77 29, 80 D014 exog 21

AG1 exog 1,2,3 DB exog 64, 72,99, 115

AG2 exog 1,2,3 DELD exog 3,58

AG3 exog 1,2,3 DELH exog 4,59

AH 66 80, 89 DELK exog 92

AR 75 80 DF 18 64, 69, 99, 115

AS 79 80 DISB exog 73,80

BO 22 73,77,125 DISBA exog 67,70,80

BR 57 22,73,77,125 DISF exog 70,80

CCB exog 60, 61, 72, 82, 83 DISG exog 77,80

CCF 21 67 DISH exog 66, 80

CCG exog 67,68, 76 DISR exog 75,80

CCH exog 65, 67,68 DISS exog 79,80

ccs exog 67,68, 77 DRS exog 64, 78,99, 113, 115

CD 3 27,34,51,52,58,60, 61,65 E 85 86

116

CDA exog 3 EX exog 33,60, 61, 74

CF 68 69 EXPG 106 107

CcG 25 12, 66, 80 EXPS 113 114

CN 2 27,34,51,52,60,61,65,116 FA exog 17, 26, 31

COoG exog 60, 61, 76, 104 FIROW exog 67,68, 74,129, 130

coS exog 60, 61, 78, 110 FIROWD exog 130

Ccs 1 27,34,51,52,60,61,65,116 FIUS exog 67, 68, 74, 129, 130

CUR 26 71,77 FIUSD exog 130

D1G exog 47,90, 99 Gl exog 57

D1GM 90 126, 127, 128 GDP 82 84,129

D1S exog 48,91, 99 GDPD 84 123

D1SM 91 126, 127, 128 GDPR 83 84,122, 130

D2G exog 12,17,49, 121 GNP 129 131

D2S exog 12,17,50, 121 GNPD 131 -

D3G exog 35,36, 37,51 GNPR 130 131

D3S exog 35, 36, 37,52 HF 14 62, 95, 100, 118

D4G exog 53,126 HFF 100 15

D5G exog 10,54 HFS exog 13, 14,100

D593 exog 11,13 HG exog 43,64, 76,82,83,95,98, 104,
115, 126

D594 exog 11 HM exog 43,64,76,82,83,95,98,104,
115, 126

D601 exog 11 HN 62 43, 53, 54, 64, 67, 68, 115,
121, 126

D621 exog 21 HO 15 43,53, 54,62, 64,67, 68, 115,
121, 126

D691 exog 27 HS exog 43,64,78,82,83,95,98, 110,
115, 126

D692 exog 27 IBTG 51 34, 52, 61, 76, 82, 105

D714 exog 27 IBTS 52 34,51, 61, 78,82, 112

D721 exog 27 1GZ exog 106

D722 exog 21 IHB exog 27,60, 61, 72

D723 exog 21 IHF exog 27,60, 61, 68

D794823 exog 30 IHH 4 27,34,59, 60, 61, 65

D923 exog 21 IHHA exog 4

D924 exog 21 IKB exog 27,60, 61, 72

D941 exog 21 IKF 92 21, 27, 60, 61, 68
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Table A.10 (continued)

Var. Eq. Used in Equation: Var. Eq. Used in Equation:
IKG exog 60,61, 76 PIEB exog 25,60, 61, 72, 82, 83
IKH exog 27,60, 61, 65 PIEF 67 18, 49, 25, 50, 121
M 27 33, 60, 61, 74 PIH 38 34, 61, 65, 68, 72, 89
INS exog 65, 76 PIK 39 21, 61, 65, 68, 72, 76
INTF 19 64, 67, 68, 99, 115 PIM exog 10, 27,33,61,74
INTG 29 64, 76, 99, 106, 115 PIV 12 67, 82
INTOTH exog 64,67,68,99, 115 POP 120 1,2,3,4,5,6,7,8,9, 26, 27,

47,48, 90, 91
INTROW exog 64,67, 68,99, 115 POP1 exog 5,120
INTS exog 64,78, 99, 113, 115 POP2 exog 6,120

1SZ exog 11 POP3 exog 7,120
IVA 20 67 PROD 118 -
IVF 117 - PS 41 61, 78, 110
JF 13 14, 43,53, 54, 64, 67,68,85 ~ PSI1 exog 32
95, 115, 118,
JG exog 43,64,76,82, 83859598  PSI2 exog 35
104, 115, 126
JHMIN 94 13,14 PSI3 exog 36
JJ 95 96, 97 PSI4 exog 37
JJP exog 96,97,98 PSI5 exog 38
IM exog 43,64, 76,82, 83,85,87,95 PSI6 exog 39
98, 104, 115
JS exog 43,64,78,82,83,859598  PSI7 exog 40
110, 115, 126
KD 58 3 PSI8 exog 41
KH 59 4,89 PSI9 exog 42
KK 12 92 PSI10 exog 44
KKMIN 93 12 PSI11 exog 45
L1l 5 86, 87 PSI12 exog 46
L2 6 86, 87 PSI13 exog 83
L3 7 86, 87 PUG 104 106
LAM exog 10, 16, 94, 98 PUS 110 113
LM 8 85 PX 31 12, 20, 25, 32, 33,61, 72, 82,
119
M1 81 124 (0] exog 75,77
MB 71 57,73 RB 23 12,19, 25, 29
MDIF exog 81 RD exog 22
MF 17 70, 71, 81 RECG 105 107
MG exog 71,77 RECS 112 114
MH 9 66, 71, 81, 89 RM 24 128
MR exog 71,75,81 RMA 128 2,34
MRS exog 68,76 RNT exog 64, 67,68, 99, 115
MS exog 71,7981 RS 30 17,22, 23, 24, 29, 127
MUH exog 93 RSA 130 1,926
PCD 37 34, 51, 52, 61, 65, 116 SB 72 73
PCGDPD 122 - SF 69 70
PCGDPR 123 30 SG 76 77
pPCcM1 124 30 SGP 107 -
PCN 36 34, 51, 52, 61, 65, 116 SH 65 66
PCS 35 34, 51, 52, 61, 65, 116 SHRPIE 121 -
PD 33 12, 30, 35, 36,37,38,39,40, SIFG 54 67, 68, 76, 103
41, 42
PEX 32 33,61, 74 SIFS exog 67,68, 78,109
PF 10 16, 17, 26, 27, 31, 119 SIG 103 105
PFA exog 31 SIGG exog 43, 64, 76, 103, 115, 126
PG 40 61, 76, 104 SIHG 53 65, 76, 103, 115

PH 34 1,2,34,6,7,8,9,89 SIHS exog 65, 78, 109, 115
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Table A.10 (continued)

267

Var. Eq. Used in Equation: Var. Eq. Used in Equation:
SIS 109 112 TRGS exog 76, 78, 106, 112
SISS exog 43, 64, 78, 109, 115, 126 TRHR exog 65, 74, 115
SR 74 75 TRRSH 111 113
SRZ 116 - TRSH exog 65, 78, 99, 111, 115
SS 78 79 U 86 28, 87
ssp 114 - UB 28 65, 78, 99, 111, 115
STAT exog 67,70, 80 UBR 128 -
STATP exog 83 UR 87 5,7,8,10,30
SUBG exog 67,68, 76, 106 14 63 11, 20, 67, 82, 117
SUBS exog 67,68, 78,113 WA 126  6,7,8
T exog 1,910, 16 WF 16 10, 28, 43, 44, 45, 46, 53, 54,
64, 67, 68, 11
TAUG exog 47,90, 99 WG 44 43, 64, 76, 82, 104, 115, 126
TAUS exog 48,91, 99 WH 43 -
TBG exog 25,72, 76, 102 WLDF  exog 65,68, 70
TBS exog 25, 72,78,108 WLDG exog 82,104, 106
TCG 102 105 WLDS exog 82,110, 113
TCS 108 112 WM 45 43, 64, 76, 82, 104, 115, 126
TFG 49 18, 25, 69, 76, 102 WR 119 -
TFS 50 18, 25, 49, 69, 78, 108 WS 46 43, 64, 78, 82, 110, 115, 126
THG 47 65, 76, 101, 115 X 60 11,17, 26, 31, 33,63
THS 48 65, 78, 112, 115 XX 61 67, 68, 82
TPG 101 105 Y 11 10, 12, 13, 14, 63, 83, 93, 94,
118
TRFH exog 64, 67,68, 99, 115 YD 115  1,2,3,4,9,116
TRFR exog 67,68, 74 YNL 99 -
TRGH exog 65, 76, 99, 106, 115 YS 98 12,25

TRGR exog 74,76, 106 Yr 64

47,48, 65, 90, 91, 99
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Appendix B

The ROW Model

B.1 Tables B.1-B.6

Thetablesthat pertain to the ROW model are presented in this appendix. TableB.1
lists the countries in the model. The 38 countries for which structural equations
are estimated are Canada (CA) through Peru (PE). Countries 40 through 59 are
countries for which only trade share equations are estimated. The countries that
make up the EMU are listed at the bottom of Table B.1. EMU isdenoted EU in the
model.

A detailed description of the variables per country is presented in Table B.2,
where the variables are listed in aphabetical order. Data permitting, each of the
countries has the same set of variables. Quarterly data were collected for countries
2 through 14, and annual data were collected for the others. Countries 2 through
14 will be referred to as “ quarterly” countries, and the others will be referred to as
“annua” countries. The way in which each variable was constructed is explained
in brackets in Table B.2. All of the data with potential seasona fluctuations have
been seasonally adjusted.

Table B.3 lists the stochastic equations and the identities. The functional forms
of the stochastic equations are given, but not the coefficient estimates. The coef-
ficient estimates for all the countries are presented in Table B.4, where within this
table the coefficient estimates and tests for equation 1 are presented in Table B1,
for equation 2 in Table B2, and so on. The results in Table B.4 are discussed in
Section 2.4. Table B.3 also lists the equations that pertain to the trade and price
links among the countries, and it explains how the quarterly and annual data are
linked for the trade share calculations. Table B.5 lists the links between the US and
ROW models, and Table B.6 explains the construction of the balance of payments
data—datafor variables S and T'T.
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Therest of thisappendix discussesthe collection of the dataand the construction
of some of the variables.

B.2 The Raw Data

The data sets for the countries other than the United States (i.e., the countriesin
the ROW model) begin in 1960. The sources of the data are the IMF and OECD.
Data from the IMF are international financial statistics (IFS) data and direction
of trade (DOT) data. Data from the OECD are quarterly national accounts data,
annual national accounts data, quarterly labor force data, and annual labor force
data. These are the “raw” data. As noted above, the way in which each variable
was constructed is explained in brackets in Table B.2. When “IFS’ precedes a
number or letter in the table, thisrefersto the IFS variable number or letter. Some
variableswere constructed directly from IFSand OECD data(i.e., directly from the
raw data), and some were constructed from other (already constructed) variables.
The construction of the EU variablesis listed near the end of Table B.2.

B.3 Variable Construction

S, TT, and A: Balance of Payments Variables

Oneimportant feature of the datacollectionisthelinking of the balance of payments
data to the other export and import data. The two key variables involved in this
processare S, the balance of payments on current account, and T T, the value of net
transfers. The construction of thesevariablesand thelinking of thetwo types of data
are explained in Table B.6. Quarterly balance of payments data do not generally
begin as early as the other data, and the procedure in Table B.6 alows quarterly
data on S to be constructed as far back as the beginning of the quarterly data for
merchandise imports and exports (M$ and X $).

The variable A is the net stock of foreign security and reserve holdings. Itis
constructed by summing past values of S from a base period value of zero. The
summation begins in the first quarter for which data on S exist. This means that
the A seriesis off by a constant amount each period (the difference between the
true value of A in the base period and zero). In the estimation work the functional
formswere chosen in such away that this error was always absorbed in the estimate
of the constant term. It is important to note that A measures only the net asset
position of the country vis-avistherest of theworld. Domestic wealth, such asthe
domestically owned housing stock and plant and equipment stock, is not included.
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V: Stock of Inventories

Data on inventory investment, denoted V1 in the ROW model, are available for
each country, but not data on the stock of inventories, denoted V. By definition
V = V_; + V1. Given this equation and datafor V1, V can be constructed once
a base period and base period value are chosen. The base period was chosen for
each country to be the quarter or year prior to the beginning of thedataon V1. The
base period value was taken to be the value of Y in the base period for the quarterly
countries and the value of .25Y for the annual countries.

Excess Labor

Good capital stock dataare not availablefor countries other than the US. If the short
run production function for a country is one of fixed proportions and if capital is
never the constraint, then the production function can be written:

Y = LAM(J - HY), (B.1)

where Y is production, J is the number of workers employed, and HJ“ is the
number of hours worked per worker. LAM is a coefficient that may change over
time due to technical progress. The notation in equation B.1 is changed slightly
from that in equation A.1 for the US. J is used in place of JF because there is
no disaggregation in the ROW model between the firm sector and other sectors.
Similarly, H* is used in place of HF“. Note aso that Y refers here to the total
output of the country (real GDP), not just the output of the firm sector. Dataon Y
and J are available. Contrary to the case for the US, data on the number of hours
paid for per worker (denoted H F' in the US model) are not available.

Given the production function B.1, excesslabor is measured asfollowsfor each
country. log(Y/J) isfirst plotted for the sample period. Thisisfrom equation B.1
aplot of log(LAM - H?). If it isassumed that at each peak of thisplot H isequal
to the same constant, say H , then one observes at the peakslog(LAM - H. Straight
lines are drawn between the peaks (peak to peak interpolation), and log(LAM - H
isassumed to lie on thelines. If, finally, H is assumed to be the maximum number
of hours that each worker can work, then Y/(LAM - H) is the minimum number
of workers required to produce Y, which is denoted JMIN in the ROW model.
LAM -H issimply denoted L A M, and the equation determining J M I N isequation
[-13 in Table B.3. The actual number of workers on hand, J, can be compared to
JM I N to measure the amount of excess labor on hand.
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Labor Market Tightness: The Z variable

A labor market tightness variable, denoted Z, is constructed for each country as
follows. First, a peak to peak interpolation of JJ (= J/PO P) ismade, and JJ P
(the peak to peak interpol ation series) isconstructed. Z isthen equal to the minimum
of0and1— JJP/JJ, whichiseguation I-16 in Table B.3. Z is such that when
labor markets are tight (J J closeto JJ P) it is zero or close to zero and as |abor
markets loosen (J J faling relative to J J P) it increases in absolute value.

Y S: Potential Output

A measure of potential output, Y S, is constructed for each country in the same
manner as was done for the US. The only difference is that here output refers to
the total output of the country rather than just the output of the firm sector. The
equationfor YSisYS=LAM-JJP - POP,whichisequation|-17in Table B.3.
Given Y S, agap variable can be constructed as (Y'S — Y)/Y S, which is denoted
ZZ inthe ROW model. ZZ isdetermined by eguation |-18 in Table B.3.

B.4 The Identities

Theidentities for each country arelisted in Table B.3. There are up to 20 identities
per country. (The identities are numbered I-1 through 1-22, with no identities I-10
and |-11.) Equation I-1 links the non NIPA data on imports (i.e., data on M and
M ) to the NIPA data (i.e., data on IM). The variable IM DS in the equation
picks up the discrepancy between the two data sets. It is exogenous in the model.
Equation 1-2 isasimilar equation for exports. Equation I-3 is the income identity;
equation 1-4 defines inventory investment as the difference between production and
sales; and equation I-5 defines the stock of inventories as the previous stock plus
inventory investment.

Equation |-6 defines S, the current account balance. Equation |-7 defines A, the
net stock of foreign security and reserve holdings, as equal to last period's value
plus S. (Remember that A is constructed by summing past values of S.)

Equation I-8 links M, total merchandise imports in 95 Ic, to M95%A, mer-
chandise imports from the countries in the trade share matrix in 95%. The variable
M95%B isthe difference between total merchandise imports (in 95$) and merchan-
dise imports (in 95%) from the countries in the trade share matrix. It is exogenous
in the model.

Equation 1-9 links E, the average exchange rate for the period, to E E, theend
of period exchange rate. If the exchange rate changes fairly smoothly within the
period, then E is approximately equal to (EE + EE_1)/2. A variable PS11 was
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defined tomaketheequation E = PSI1[(EE + EE_;)/2] exact, whichisequation
[-9. One would expect PSI1 to be approximately one and not to fluctuate much
over time, which is generally the case in the data.

Equation 1-12 definesthe civilian unemployment rate, U R. L1isthelabor force
of men, and L2 isthe labor force of women. J istotal employment, including the
armed forces, and AF isthelevel of the armed forces. U R is equal to the number
of people unemployed divided by the civilian labor force.

Equationsl-13through |-18 pertainto the measurement of excesslabor, thelabor
constraint variable, and potential output. These have al been discussed above.

Equation 1-19 links P M, the import price deflator obtained from the IFS data,
to P M P, theimport price deflator computed from the trade share calculations. The
variable that links the two, P S12, istaken to be exogenous.

Equation 1-20 links the exchange rate relative to the U.S. dollar, E, to the
exchange rate relative to the German DM, H. This equation is used to determine
H when equation 9 determines E, and it is used to determine E when equation 9
determines H.

Equation [-21 determines N W, an estimate of the net worth of the country. Net
worth is equal to last period’s net worth plus investment plus net exports.

Finally, equation I-22 defines the country’s export price index in terms of U.S.
dollars.

B.5 The Linking Equations

The equationsthat pertain to thetrade and price linksamong countries are presented
nextininTableB.3. All importsand exportsin thispart of thetable are merchandise
imports and exports only. The equations L-1 determine the trade share coefficients,
a;;j. Theestimation of thetrade share equationsisdiscussedin Section 2.4. 4;; isthe
share of i’s merchandise exportsto j out of total merchandise imports of j. Given
a;; and M95%A ;, the total merchandise imports of j, the equations L-2 determine
the level of exports fromi to j, XX95%;;. The equations L-3 then determine the
total exports of country i by summing X X95$;; over ;.

The equations L-4 link export prices to import prices. The price of imports
of country i, PM P;, is aweighted average of the export prices of other countries
(except for country 59, the " all other” category, where no data on export priceswere
collected). The weight for country j in calculating the price index for country i is
the share of country j’s exportsimported by i.

The equations L-5 define a world price index for each country, which is a
weighted average of the 58 countries’ export prices except the prices of the oil
exporting countries. The world price index differs dightly by country because the
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own country’s priceisnot included in the calculations. Theweight for each country
isits share of total exports of the relevant countries.

B.6 Solution of the MC Model

The way in which the US and ROW models are linked is explained in Table B.5.
Thetwo key variables that are exogenousin the US model but become endogenous
in the overall MC model are exports, EX, and the price of imports, PIM. EX
depends on X95%, 5, which is determined in Table B.3. PIM dependson P My,
which depends on P M Py s, which is aso determined in Table B.3.

Feeding into Table B.3 from the USmodel are P Xy s and M95%Ays. PXys is
determined isthe sameway that P X isdetermined for the other countries, namely by
equation 11. IntheUScaselog P Xys —log PW$y s isregressedonlogGDP D —
log PW$ys. Theequationis:

logPXys —logPW$ys = A(logGDPD — log PW$y5s)

This equation is estimated under the assumption of a second order autoregressive
error for the 1962:1-2001:4 period. The estimate of A is .925 with a t-statistic of
25.86. The estimates (t-statistics) of the two autoregressive coefficients are 1.48
(21.00) and —.49 (—6.87), respectively. The standard error is .0114. Given the
predicted value of P Xy from this equation, P EX is determined by the identity
listedin Table B.5: PEX = DEL3- PXyg. Thisidentity replacesidentity 32 in
Table A.3inthe US model.

M95%A s, which, as just noted, feeds into Table B.3, depends on My s, which
dependson I M. Thisisshown in Table B.5. I M is determined by equation 27 in
the US model. Equation 27 isthusthe key equation that determinesthe U.S. import
value that feeds into Table B.3.

Because some of the countries are annual, the overall MC model is solved a
year at atime. A solution period must begin in the first quarter of the year. In the
following discussion, assume that year 1 isthe first year to be solved. The overall
MC model is solved asfollows:

1. Given values of X95$, PM P, and PW$ for all four quarters of year 1 for
each quarterly country and for year 1 for each annual country, all the stochas-
tic equations and identities are solved. For the annual countries “solved”
means that the equations are passed through k; times for year 1, where k;
is determined by experimentation (as discussed below). For the quarterly
countries “solved” means that quarter 1 of year 1 is passed through &, times,
then quarter 2 k, times, then quarter 3 k1 times, and then quarter 4 k; times.
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The solution for the quarterly countries for the four quarters of year 1 isa
dynamic simulation in the sense that the predicted val ues of the endogenous
variables from previous quarters are used, when relevant, in the solution for
the current quarter.

2. Given from the solution in step 1 values of E, PX, and M95$A for each
country, the calculations in Table B.3 can be performed. Since al the calcu-
lations in Table B.3 are quarterly, the annual values of E, PX, and M95%A
from the annual countries have to be converted to quarterly valuesfirst. This
isdonein the manner discussed at the bottom of Table B.3. The procedurein
effect takesthe distribution of theannual valuesinto the quarterly valuesto be
exogenous. The second task isto compute P X$ using equation L-1. Given
thevaluesof P X$, thethird task isto computethevaluesof «;; fromthetrade
share equations—see equation 2.41 in Chapter 2. This solution is aso dy-
namicinthesensethat the predicted value of «;; for the previous quarter feeds
into the solution for the current quarter. (Remember that the lagged val ue of
«;; is an explanatory variable in the trade share equations.) The fourth task
isto compute X95%, PM P, and P W$ for each country using equationsL-2,
L-3, and L-4. Finally, for the annual countries the quarterly values of these
three variables are then converted to annual values by summing in the case
of X95% and averaging inthe caseof PM P and PW$.

3. Given the new values of X95%, PM P, and PW$ from step 2, repeat step
1 and then step 2. Keep repeating steps 1 and 2 until they have been done
k, times. At the end of this, declare that the solution for year 1 has been
obtained.

4. Repeat steps 1, 2, and 3 for year 2. If the solution is meant to be dynamic,
use the predicted values for year 1 for the annual countries and the predicted
valuesfor thefour quartersof year 1 for thequarterly countries, when relevant,
in the solution for year 2. Continue then to year 3, and so on.

| have found that going beyond k; = 10 and k, = 10 leads to very little change
in the final solution values, and these are the values of k; and k» that have for the
resultsin this book.
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Table B.1

The Countries and Variables in the MC Model

Quarterly Countries

Local Currency

Trade Share Equations Only

1 US  United States
2 CA Canada
3 A Japan
4 AU Austria
5 FR France
6 GE  Germany
7 1T Itay
8 NE Netherlands
9 ST Switzerland
10 UK  United Kingdom
1 FH Finland
12 AS Austrdia
13 SO South Africa
14 KO Rep. of Korea
Annual Countries
15 BE Belgium
16 DE Denmark
17 NO  Norway
18 SW  Sweden
19 GR  Greece
20 IR Ireland
21 PO Portugal
22 SP Spain
23 Nz New Zealand
24 SA Saudi Arabia
25 VE Venezuela
26 CO Colombia
27 JO Jordan
28 SY Syria
29 ID India
30 MA Maaysia
31 PA Pakistan
32 PH Philippines
33 TH Thailand
34 CH China
35 AR  Argentina
36 BR Brazil
37 CE Chile
38 ME Mexico
39 PE Peru

U.S. Dallar (mil.)
Can. Dallar (mil.)
Yen (bil.)

Euro (mil.)

Euro (mil.)

Euro (mil.)

Euro (mil.)

Euro (mil.)

Swiss Franc (bil.)
Pound Sterling (mil.)
Euro (mil.)

Aust. Dallar (mil.)
Rand (mil.)

Won (bil.)

Euro (mil.)

Den. Kroner (bil.)
Nor. Kroner (bil.)
Swe. Kroner (bil.)
Euro (mil.)

Euro (mil.)

Euro (mil.)

Euro (mil.)

N.Z. Dollar (mil.)
Riyals (bil.)
Bolivares (bil.)
Col. Pesos (bil.)
Jor. Dinars (mil.)
Syr. Pound (mil.)
Ind. Rupee (bil.)
Ringgit (mil.)
Pak. Rupee (hil.)
Phil. Peso (bil.)
Baht (bil.)

Yuan (bil.)

Arg. Peso (mil.)
Reais (mil.)

Chi. Peso (bil.)
New Peso (mil.)
Nuevos Soles (mil.)

40 TU  Turkey

41 PD  Poland

42 RU Russa

43 UE  Ukraine
44  EG  Egypt

45 IS Isragl

46 KE Kenya

47 BA  Bangladesh
43 HK HongKong
49 g Singapore
50 VI Vietham

51 NI Nigeria

52 AL Algeria

53 1A Indonesia
54 IN Iran

5 1Q Irag

56 KU Kuwait

57 LI Libya

58 UA  United Arab Emirates
59 AO All Other

o The countries that make up the EMU, denoted EU inthe model, are AU, FR, GE, IT, NE, FI, BE, IR,
PO, SP, GR. (GR beginsin 2001.) (Luxembourg, which is also part of the EMU, is not in the model.)

o Prior to 1999:1 the currency is Schillings for AU, Fr. Francsfor FR, DM for GE, Lirafor IT, Guilders
for NE, Markkaafor Fl, Bel. Francs for BE, Irish Pounds for IR, Escudes for PO, Pesetas for SP, and
Drachmas for GR (prior to 2001:1). The unitsarein euro equivalents. For example, in 1999:1 the Lira
was converted to the euro at 1936.27 Liras per euro, and 1936.27 was used to convert the Lirato its

euro equivalent for 1998:4 back.

e The NIPA base year is 1995 for all countries except CA (1987), ST (1990), and AS (1999-2000).
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Table B.2
The Variables for a Given Country in Alphabetical Order

Variable Eq. No.  Description

ajj L-1 Share of i’s merchandise exportsto j out of total merchandise imports of ;.
[See below]

A 1-7 Net stock of foreign security and reserveholdings, end of quarter, inlc. [A_1+
S. Base value of zero used for the quarter prior to the beginning of the data]

AF exog Level of the armed forces in thousands. [OECD data]

C 2 Personal consumption in constant Ic. [OECD data or IFS96F/CPI]

E 9 Exchange rate, average for the period, Ic per $ . [IFSRF]

EE 1-9 Exchange rate, end of period, Ic per $. [IFSAE]

EX 1-2 Total exports (NIPA) in constant Ic. [OECD dataor (IFS90C or IFS90N)/ PX]

EXDS exog Discrepancy between NIPA export data and other export data in constant |c.
[EX — PX95(E95- X95%+ X S).]

E95 exog E in 1995, 95 Ic per 95 $. [IFSRF in 1995]

F 10 Three-month forward exchange rate, Ic per $. [IFSB]

G exog Government purchases of goods and services in constant Ic. [OECD data or
(IFS91F or IFS91FF)/PY] (Denoted G Z for countries CO and TH.)

H 9 Exchange rate, average for the period, Ic per DM euro. [E/EgE]

1 3 Gross fixed investment in constant Ic. [OECD data or IFS93/PY]

IM 1-1 Total imports (NIPA) in constant Ic. [OECD data or IFS98C/PM]

IMDS exog Discrepancy between NIPA import data and other import datain constant |c.
[IM — PM95(M + MS)]

J 13 Total employment inthousands. [OECD dataor |IFS67 or IFS67E or IFS67EY
or IFS67EYC]

JJ 1-14 Employment population ratio. [J/P O P]

JJP exog Peak to pesk interpolation of JJ.

JJS 1-15 Ratioof JJto JJP.[JJ/JJP]

JMIN 1-13 Minimum amount of employment needed to produce Y in thousands.
[Y/LAM]

LAM exog Computed from peak to peak interpolation of log(Y/J).

L1 14 Labor force of men in thousands. [OECD data]

L2 15 Labor force of women in thousands. [OECD data]

M 1 Total merchandise imports (fob) in 95 Ic. [IFS71V/PM]

MS exog Other goods, services, and income (debit) in 95 Ic, BOP data
[((IFS7T8AED+IFS78AHD)E)/ P M]

MI5$A 1-8 Merchandise imports (fob) from the trade share matrix in 95 $ . [See below]

M95$B exog Difference between total merchandise imports and merchandise imports from
the trade share matrix in 95 $ (i.e., imports from countries other than the 44
in the trade share matrix). [M/E95 — M95%A]

M1 6 Money supply in Ic. [IFS34 or IFS34A.N+IFS34B.N or IFS35L.B or
IFS39MAC or IFS59MA or IFS59MC]

NW 1-21 National Wealth in constant Ic. [NW_1 + I + V1+ EX — IM. Basevalue
of zero used for the quarter prior to the beginning of the data.]

PM 1-19 Import price deflator, 1995 = 1.0. [IFS75/100]

PMP L-4 Import price index from DOT data, 1995 = 1.0. [See below]

PM95 exog PM inthe NIPA base year divided by PM in 1995.

POP exog Population in millions. [IFS99Z]

POP1 exog Population of labor-force-age men in thousands. [OECD data]

POP2 exog Population of |abor-force-age women in thousands. [OECD data]

PSI1 exog [(EE + EE_1)/2]/E]

PSI2 exog [PM/PMP]

PW$ L-5 World price index, $/95$. [See below]

PX 11 Export price index, 1995 = 1.0. [IFS74/100. If no IFS74 data for 7, then

PX; = PX$;(E;/E95;, where PX$; isdefined next.]
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Table B.2 (continued)

Variable  Eq. No.  Description

PX$ 1-22 Export price index, $/95$, 1995 = 1.0. [(E95- PX)/E. If no IFS74 data at
al, then PX$; = PXyg; foral . If IFS74 dataonly from ¢ through ¢ + &,
then for i > 0, PX$,_; = PX$(PXys;—i/PXys; and PX$p1i =
PX$n(PXyst+i+i/ PXust-

PX95 exog P X inthe NIPA base year divided by P X in 1995.

PY 5 GDP or GNP deflator, equals 1.0 in the NIPA base year. [OECD data or
(IFS99B/IFS99B.P]

RB 8 Long term interest rate, percentage points. [IFS61]

RS 7 Three-month interest rate, percentage points. [IFS60 or IFS60B or IFS60C or
IFS60L or IFS60P]

S 1-6 Total net goods, services, and transfersin Ic. Current account balance. [See
Table B.7] (Denoted SZ for countries CO and TH.)

STAT exog Statistical discrepancy inconstantlc. [Y —C—1 -G — EX+IM — V1]

T exog Timetrend. [For quarterly data, 1in 1952.1, 2in 1952.2, etc.; for annual data,
1in 1952, 2in 1953, etc.]

TT exog Total net transfersin Ic. [See Table B.7]

UR 1-12 Unemployment rate. [(L1+ L2 — J)/(L1+ L2 — AF)]

1% 1-5 Stock of inventories, end of period, in constant Ic. [V_1 + V1. Base vaue
of zero was used for the period (quarter or year) prior to the beginning of the
data]

Vi 1-4 Inventory investment in constant Ic. [OECD data or IFS93I/PY]

w 12 Nominal wage rate. [IFS65..C or IFS65A or IFSE5EY or IFS65UMC]

X 1-3 Final salesin constant Ic. [Y — V1] (Denoted X Z for country PE.)

XS exog Other goods, services, and income (credit) in 95 Ic. BOP data
[(E(IFSTBADD+IFS78AGD))/ P X]

X95% L-3 Merchandise exports from the trade share matrix in 95 $. [See below]

XX958$;; L-2 Merchandise exports from i to j in 95%$. [See below]

Y 4 Real GDP or GNP in constant Ic. [OECD data or |FS99B.P or IFS99B.R]

Ys 1-17 Potential valueof Y. [LAM - JJP - POP]

Z 1-16 Labor constraint variable. [min(0,1— JJP/JJ)]

zZZ 1-18 Demand pressure variable. [(YS — Y)/Y S]

Construction of variables related to the trade share matrix:

The raw data are:

XX$;; Merchandise exports fromi to j in$, i, j = 1, ...,58 [DOT data. 0 value used if no
datal
X$; Total merchandise exports (fob) in$. i = 1, ..., 39 [IFS70/E or IFS70D]
The constructed variables are:
XX$i59 = X$; —Z?ilXX$ij,i=l, .y 39
XX95%;; = XX$;;/PX$;,i=1..39 j=1..5andi=40,..58j=1..58
M9B$A; = Y, XX958);,i =1, ...,58 MI5Asg = Y32 ) XX 95350
ajj = XX95$;;/M95$A;,i=1,..39,j=1,..,59andi = 40,..,58 j = 1,..., 58
X95%; = Y52 XX95%;,i=1,...,39; X958 = 358 | XX95%;,i =40, ..., 58
PMP; = (EiééEQSi) z?ilajipmééi =1,..,39
PW$; = (OC721 PX$;X95%;)/(3 72, X958)).i=1,...,39
An element in this summation is skipped if j = i. This summation also excludes

the oil exporting countries, which are SA, VE, NI, AL, IA, IN, 1Q, KU, LI, UA.

o Variables available for trade share only countries are M95$A, P X$, X 95$.
e Ic=local currency
o |FSxxxxx = variable number xxxxx from the IFS data
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Table B.2 (continued)
The EU Variables

Variable Eq. No.  Description

E 9 Exchange rate, average for the period, euro per $. [IFSRF]

PY [] GDP deflator. [(Z?zl PY;Y;)/Ygy, where the summation is for i = GE,
AU, FR, IT, NE, FI.]

RB 8 Long term interest rate, percentage points. [IFS61]

RS 7 Three-month interest rate, percentage points. [IFS60]

Y [1 Real GDP in constant euros. [Yg g + Z?zl[Yi/(EQS,-/EQSGE)J, where the
summationisfori = AU, FR, IT, NE, Fl.]

Ys [1 Potential value of Y. [YSGE + Y5 11V S: /(E95;/E95G )], where the

summationisfor i = AU, FR, IT, NE, FI.]
zZZ 1-18 Demand pressure variable. [(YSgy — Yeu)/ Y SEv]
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Table B.3
The Equations for a Given Country

Eq.

LHS Variable

STOCHASTIC EQUATIONS
Explanatory Variables

10

11

12

13

14

15

log(IM/POP)
log(C/POP)
log 1

logY

log PY

cnst, log(1M/ PO P)_1,log(PY/PM),log[(C + I + G)/POP]
[Total Imports (NIPA), constant Ic]

cnst, log(C/POP)_1, RSor RB,log(Y/POP),[A/(PY -YS)]_1
[Consumption, constant Ic]

cnst,log/_1,logY, RS or RB

[Fixed Investment, constant Ic]

logY_1,log X, log V_1

[Real GDP, constant Ic]

cnst,log PY_1,logW —logLAM,log PM, DP, T

[GDP Price Deflator, base year = 1.0]

logiM1/(POP - PY)]

RS

RB— RS_»

AlogE

AlogH

log F

cnst, log{M1/(POP - PY)]_q or loglM1_1/(POP_1PY)], RS,
log(Y/POP)

[Money Supply, Ic]

cnst, RS_1, 100[(PY/PY_1)* — 1], ZZ or JJ S, RSG . RSys
[Three-Month Interest Rate, percentage points]

cnst, RB_1 — RS_5, RS — RS_, RS_1 — RS_»

[Long Term Interest Rate, percentage points)

cnst, log(PY/PYys — logE_1, .25log[(1 + RS/100)/(1 +
RSy s/100)]

[Exchange Rate, Ic per $] [For all countries but AU, FR, IT, NE, ST,
UK, FI, BE, DE, NO, SW, GR, IR, PO, and SP|

cnst, log(PY/PYgr — logH_1, .25log[(1 + RS/100)/(1 +
RSGE/100)]

[Exchange Rate, Ic per DM] [For countries AU, FR, IT, NE, ST, UK,
Fl, BE, DE, NO, SW, GR, IR, PO, and SP|

logEE, .25log[(1+ RS/100)/(1+ RSy s/100)]

[Three-Month Forward Rate, Ic per $]

logPX — log[PW$(E/E95)]

logW —logLAM
AlogJ
log(L1/POP1)

log(L2/ PO P2)

logPY — log[PW$(E/E95)]

[Export Price Index, 1995 = 1.0]

cnst,logW_1 —logLAM_1,log PY, DW,T,log PY_1,
[Nominal Wage Rate, base year = 1.0]

cnst, T, log(J/JMIN)_1, AlogY, AlogY_q
[Employment, thousands]

cnst, T, log(L1/POPL)_1,log(W/PY), Z

[Labor Force—men, thousands]

cnst, T, log(L2/POP2)_1,log(W/PY), Z

[Labor Force—women, thousands]
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Table B.3 (continued)

IDENTITIES
Eq. LHSVariable Explanatory Variables
-1 M= (IM —IMDS)/PM9 — MS
[Merchandise Imports, 95 Ic]
-2 EX= PX95(E95- X95%+ XS)+ EXDS
[Total Exports (NIPA), constant Ic]
-3 X= C+I+G+EX—IM+ STAT
[Final Sales, constant Ic]
-4 Vi= Y —-X
[Inventory Investment, constant Ic]
-5 V= Voi+ V1
[Inventory Stock, constant Ic]
-6 S= PX(E95- X95%$+ XS) — PM(M +MS) +TT
[Current Account Balance, Ic]
-7 A= A_1+S
[Net Stock of Foreign Security and Reserve Holdings, Ic]
-8  M95%$A = M/E95 — M95$B
[Merchandise Imports from the Trade Share Calculations, 95 $)
1-9 EE= 2PSI1-E—EE_3
[Exchange Rate, end of period, Ic per $]
1-12 UR= (L14+L2—-J)/(L1+ L2 — AF)
[Unemployment Rate]
1-13  JMIN = Y/LAM
[Minimum Required Employment, thousands]
-14  JJ = J/POP
[Employment Population Ratio]
I-15  JJS = JJ/JJP
[Peak to Peak Interpolation of JJ]
-16 Z= min(0,1—JJP/JJ)
[Labor Constraint Variable]
1-117  YS= LAM -JJP-POP
[Potential Y]
1118 ZZ = Ys—-Y)/YS
[Demand Pressure Variable]
1-19 PM= PSI2-PMP
[Import Price Deflator, 1995 = 1.0]
1-20 E E=H- Egg
[Exchange Rate: |c per $] [Equation relevant for countriesAU, FR, IT,
NE, ST, UK, FI, BE, DE, NO, SW, GR, IR, PO, and SP only]
1-21  NW = NW_1+I1+VI1I+EX—IM
[National Wealth, constant Ic]
1-22  PX$= (E95/E)PX

[Export Price Index, $/95$]

e From 1999:1 on for GE: Egg = Ery, RSge = RSgy, and RBgg = RBpy. From 1999:1 on
for an EU country i (except GE): H; = 1.0, RS; = RSgy,and RB; = RBgy .

e Inequations5and 12 D P and DW are demand pressure variables.

e PX$and M95$A are exogenous for trade share only countries.
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Table B.3 (continued)
Equations that Pertain to the Trade and Price Links Among Countries

L-1 a4 = computed from trade share equations
[Trade Share Coefficients]

L-2 XX95$ij = aijM95$Aj,i =1, ...,39,j =1 .., 59 andi = 40, ...,58,j =
1,...,58
[Merchandise Exports from i to j, 95%]

L-3 X95% = %0 XX958;;,i =1,...,39

X95%; = Y28 XX95%;,i =40, .., 58

[Total Merchandise Exports, 95$]

L-4 PMP; = (Ei/E95) Y321 aji PX$),i =1,...,39
[Import Price Deflator, 1995 = 1.0]

L5  PW$ = (X8, PX$;X958))/ Y58 X958)),i =1,...,39

An element in this summation is skipped if j = i. This summation
also excludes the oil exporting countries, which are SA, VE, NI, AL,

IA,IN, 1Q, KU, LI, UA.

[World Price Index, $/95$]

Linking of the Annual and Quarterly Data

o Quarterly dataexist for al thetrade share calculations, and all these calculationsare quarterly. Feeding
into these cal culations from the annual models are predicted annual valuesof P X$;, M95$A;, and E; .
For each of these three variables the predicted value for a given quarter was taken to be the predicted
annual value multiplied by theratio of the actual quarterly value to the actual annual value. Thismeans
in effect that the distribution of an annual value into its quarterly valuesis taken to be exogenous.

e Oncethe quarterly values have been computed from the trade share cal cul ations, the annual val ues of
X95%; that are needed for the annual models are taken to be the sums of the quarterly values. Similarly,
the annual values of PM P; and PW$; are taken to be the averages of the quarterly values.
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Table B.4
Coefficient Estimates and Test Results
for the ROW Equations

See Chapter 1 for discussion of the tests.

See Chapter 2 for discussion of the equations.

* = dignificant at the 99 percent confidence level.

o = first order autoregressive coefficient of the error term.

T = variable is lagged one period.

Dummy variable coefficient estimates are not shown for GE and EU.
t-statistics are in parentheses.
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Table B1: Coefficient Estimates for Equation 1
log(IM/POP) = a1 + azlog(IM/PO P)_1 + azlog(PY/PM)
+aglog[(C + 1+ G)/POP)]

ay as az as P SE Dw
Quarterly

CA -0.319 0.960 0.069 0.072 0.237 0.0296 2.02
(-0.82) (35.56) (1.41) (1.08) (2.74) 1966.1-2001.4

JA -0.055 0.913 0.059 0.065 0.0290 1.89
(-0.34) (37.33) (5.90) (1.72) 1966.1-2001.3

AU -0.284 0.904 0.116 0.121 0.0360 2.36
(-0.38) (17.40) (2.28) (0.94) 1970.1-2001.3

FR -0.654 0.927 0.077 0.138 0.0219 1.28
(-1.512) (29.10) (3.76) (1.82) 1971.1-2001.3

GE -0.100 0.962 0.020 0.045 0.0241 2.07
(-0.25) (27.55) (2.22) (0.62) 1970.1-2001.4

IT -1.125 0.851 0.070 0.260 0.0377 2.05
(-2.56) (19.89) 3.27) (3.02) 1971.1-2001.3

NE -0.474 0.951 0.039 0.104 0.0183 1.83
(-0.70) (21.74) 2.72) (0.87) 1978.1-2001.4

UK -2.258 0.767 0.033 0.480 0.0293 1.96
(-3.82) (13.26) (1.64) (3.94) 1966.1-2001.3

Fi -0.217 0.944 0.030 0.075 0.0598 2.73
(-0.29) (21.71) (0.56) (0.69) 1976.2-2001.3

AS -3.728 0.751 0.113 0.621 0.285 0.0383 2.04
(-3.49) (10.15) (2.38) (3.48) (2.51) 1966.1-2001.2

SO -0.253 0.853 0.040 0.153 0.201 0.0625 2.01
(-0.64) (14.10) (0.93) (1.99) (2.03) 1961.1-2001.3

KO -0.174 0.813 0.167 0.186 0.0571 2.20
(-0.35) (16.42) (2.82) (1.85) 1974.1-2001.4

Annual

BE -3.695 0.417 0.298 0.936 0.0402 1.56
(-2.22) (2.31) (3.90) 2.77) 1962—-1998

DE -3.774 0.489 0.143 1.130 0.0399 1.87
(-3.55) (3.82) (1.49) (3.81) 1967-2000

NO -0.009 0.517 0.271 0.392 0.0495 144
(-0.02) (3.87) (2.57) (2.47) 1962—2000

GR -2.301 0.743 0.258 0.468 0.0645 1.86
(-2.10) (7.94) (3.04) (2.40) 1963-2000

IR -5.491 0.492 0.616 1.071 0.0580 114
(-2.97) (3.26) (4.59) (3.20) 1968-2000

PO -3.265 0.362 0.418 0.926 0.0852 1.08
(-3.33) (2.22) (4.19) (3.74) 1962-1998

SP -1.738 0.661 0.284 0.477 0.0709 113
(-0.98) (5.34) (3.84) (1.67) 1962-2000

Nz -6.273 0.568 0.313 1.001 0.0717 1.83
(-2.26) (3.87) (3.19) (2.54) 19622000

SA -0.215 0.564 0.386 0.1381 0.74
(-0.77) (3.66) (2.29) 1970-2000

CcO -2.946 0.210 0.273 1.003 0.0884 1.19
(-1.60) (1.08) a.72) (3.49) 19712000

SY -4.262 0.317 0.097 1.012 0.1348 1.25
(-3.03) (1.98) (2.92) (3.86) 1965-2000

ID -0.839 0.850 0.375 0.1108 1.80
(-1.61) (7.79) (1.72) 1962-1997

MA -2.105 0.759 0.475 0.1022 1.39
(-2.09) (7.23) (2.30) 1972-2000

PA -1.244 0.297 0.738 0.0687 1.45

(-3.25) (2.12) (3.81) 1974-2000
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Table B1: Coefficient Estimates for Equation 1
as as as P SE DwW
PH -3.833 0.531 0.184 1471 0.1625 197
(-3.17) (4.23) (0.97) (3.34) 1962—-2001
TH -1.062 0.671 0.532 0.1010 127
(-2.70) (5.76) (2.89) 1962-2000
CH -1.091 0.449 0.761 0.1144 1.59
(-2.59) (2.87) (2.76) 19841999
AR 0.203 0.604 0.1044 1.25
(0.75) (2.96) 1994-2001
BR 0.834 0.127 0.1068 291
(2.03) (0.43) 1995-2000
CE -1.755 0.372 0.763 0.1082 0.93
(-2.11) (1.61) (2.69) 1979-2001
ME -3.105 0.852 0.332 0.440 0.1702 132
(-1.73) (9.02) (1.81) (1.83) 1962—-2000
PE 0.508 0.392 0.0568 1.88
(2.99) (2.94) 1992-2000
Table B1: Test Results for Equation 1
Lags logPY RHO T Stability End Test overid
p-va p-va p-va p-val AP df A p-va End p-val df
Quarterly
CA 0.714 0.344 0192 0001 | *1005 5 6.531 | 0.639 19984 | 0.001 6
JA 0.445 0.747 0.002 0.389 690 4 6405 | 0873 19983 | 0717 5
AU 0.018 0.671 0.032 0006 | *14.04 4 4562 | 0.706 1998.3 | 0.000 5
FR 0.000 0.581 0.000 0588 | *11.42 4 4150 | 0316 19983 | 0.001 5
GE 0.636 0.339 0.444 0350 | *13.15 4 4.668 | 0.330 1998.4
IT 0.585 0.530 0.527  0.006 *7.07 4 4150 | 1.000 19983 | 0.000 5
NE  0.368 0.041 0.000 0.012 154 4 1878 | 0915 19984
UK 0.998 0.102 0.002 0.761 *929 4 6.405 | 0.686 19983 | 0.000 5
Fl 0.000 0.233 0.000 0000 | *2239 4 2306 | 0909 19983 | 0.000 4
AS 0.163 0.362 0.048 0.045 462 5 6281 | 1000 19982 | 0019 6
SO 0.034 0.107 0.021 0.162 669 5 9149 | 0565 19983 | 0.001 6
KO  0.023 0.517 0.000 0.000 | *1430 4 3117 | 0103 1998.4
Annual
BE 0.382 0.199 0.020 0023 | *10.25 4 6.370 | 0.281 1996 0.004 5
DE 0.450 0.088 0.097 0000 | *3224 4 5009 | 0.724 1998 0.002 5
NO  0.029 0.000 0.000 0046 | *36.13 4 7.367 | 0471 1998
GR 0.586 0.008 0051 0001 | *16.22 4 6.859 | 0.242 1998 0.012 5
IR 0.178 0.660 0.030 0255 | *1245 4 4592 | 0.750 1998 0091 5
PO 0.006 0.002 0.001 0002 | *17.63 4 6.370 | 0.867 1995 0011 5
SP 0.077 0.310 0.000 0008 | *1573 4 7.367 | 0.206 1998
NZ 0.676 0.009 0.003 0000 | *14.84 4 7.367 | 0.882 1998 0.001 5
SA 0.004 0.000 0000 | *2898 3 3812 | 0.231 1998
CO 0.276 0.707 0.000 0.866 *7.60 4 3.449 | 0.480 1998
SY 0.258 0.143 0.000 0059 | *10.11 4 5.898 | 0.742 1998
ID 0.628 0.494  0.126 *6.63 3 5.898
MA  0.597 0.096 0.019 *6.23 3 3.104 | 0.167 1998
PA 0.147 0.069 0.003 217 3 2469 | 0.227 1998
PH 0.009 0.000 0.780 0.000 | *19.45 4 7.893 | 0.914 1999
TH 0.305 0.002 0.382 429 3 7.367 | 0.000 1998
CH 0.121 0.193  0.999
CE 0.132 0.000 0.041 227 3 1417
ME  0.000 0.000 0.000 0001 | *11.62 4 7.367 | 0.794 1998
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Table B2: Coefficient Estimates for Equation 2
log(C/POP) = a1+ axlog(C/POP)_1 + azRS + asRB + aslog(Y /PO P)
+ag[A/(PY - YS)]_1

ay as az ag as ag P SE DwW
Quarterly

CA -0.067 0.898 -0.0010f  0.105  0.007 0.0083 214

(-1.18) (16.41) (-298) (2000 (1.70) 1966.1-2001.4

JA 0.089 0.814 -0.0012  0.158 -0.315 0.0109 211

(3.62) (19.61) (-291) (3.96) (-3.77)  1966.1-2001.3

AU 0.818 -0.0018 0.170 0.0173 246

(18.90) (-2.24) (4.22) 1970.1-2001.3

FR 0.118 0.883 -0.0004 0.096 0.0071 216

(3.00) (19.52) (-1.41) (2.26) 1971.1-2001.3

GE 0.120 0.859 -0.0023 0119 0.011 -0.35% 0.0097 212

(L.22) (22.86) (-4.26) (272) (247) (-4.09) 1970.1-2001.4

IT -0.120 0.883 -0.0004 0.125 0.0059 0.85

(-1.94) (27.59) (-3.22) (3.38) 1971.1-2001.3

NE 0.162 0.934 -0.0023  0.044 0.0085 235

(1.65) (28.72) (-294) (1.7 1978.1-2001.4

ST 0.040 0.792 -0.0031  0.152 0.698 0.0023 1.63

(0.73) (5.15) (-2.14) (1.30) (4.16)  1983.1-2000.4

UK -0.424 0.848 -0.0015 0199 0.013 0.0101 2.38

(-4.02) (18.20) (-3.94) (364) (245 1966.1-2001.3

FI 0.046 0.859 -0.0004 0.125 0.0109 173

(0.64) (18.26) (-1.21) (2.72) 1976.2-2001.3

AS -0.180 0.862 -0.0003 0153 0.007 0.0071  2.09

(-1.79)  (23.49) (-0.93) (3.86) (1.70) 1966.1-2001.2

SO -0.084 0.973  -0.0013t 0.038  0.004 0.0170 1.67

(-0.80) (32.75) (-2.83) (152) (1.74) 1961.1-2001.3

KO 0.148 0.835 -0.0012 0.135 0.0184 198

(281 (12.57) (-2.05) (220 1974.1-2001.4
Annua

BE -0.110 0.584 0.403 0.0115 1.66

(-1.13) (7.50) (5.00) 1962-1998

DE 0.472 0.339 -0.0007 0491 0.101 0.0161 155

(3.57) (2.24) (-0.64) (4.07) (202 1967-2000

NO 0.225 0.636 0.279 0.0193 154

(3.37) (5.50) (3.03) 1962-2000

SW 0.451 0.593 0.272 0.0160 1.14

(3.92) (6.29) (4.02) 1965-2000

GR 0.089 0.966 -0.0033 0.030 0.0233 147

(0.68)  (19.99) (-2.81) (0.63) 1963-2000

IR 2.003 0.561 -0.0034 0214 0207 0.0210 1.46

(3.72) (3.249) (-1.73) (190) (348 1968-2000

PO -0.022 0.472 -0.0022 0509 0.193 0.0322 205

(-0.16) (5.32) (-1.83) (6.00) (2.55) 1962-1998

SP 0.254 0.660 -0.0024 0.299 0.0145 150

(313) (581)  (-2.39) (2.69) 1962-2000
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Table B2: Coefficient Estimates for Equation 2

287

ay az as ag as ag SE Dw

NZ 0.950 0.462 -0.0027 0.419 0.0179 1.47
(3.05) (3.44) (-2.68) (3.72) 1962-2000

SA 0.868 0.072 0.110 0.1520 1.82
(12.96) (1.62) (1.93) 1970-2000

VE -0.326 0.762 0.270 0.0741 1.87
(-0.31) (8.83) (1.86) 1962-2000

CO 1.099 0.390 -0.0012 0.442 0.263 0.0207 1.80
(2.72) (3.47) (-1.85) (4.13) (4.06) 1971-2000

SY 0.672 0.008 0.893 0.0610 1.42
(1.63) (0.08) (9.05) 1965-2000

ID 0.147 0.153 -0.0013 0.653 0.0290 172
(2.47) (1.18) (-0.84) (6.79) 1962-1997

MA 0.336 0.525 0.405 0.172 0.0441 1.35
(0.76) (2.55) (2.70) (1.62) 1972-2000

PA 0.150 0.589 0.311 0.0310 135
(1.92) (3.93) (2.50) 1974-2000

PH 0.091 0.835 -0.0021 0.131 0.0278 1.92
(0.78) (10.18) (-1.91) (1.95) 1962-2001

TH 0.110 0.321 0.557 0.0227 1.75
(4.62) (4.13) (8.65) 1962-2000

CH -0.331 0.302 -0.0062 0.624 0.0256 1.83
(-3.70) (2.31) (-1.65) (5.31) 1984-1999

?AR 0.180 0.772 0.0196 157
(0.74) (3.35 1995-2000

BR 0.180 0.772 0.0196 157
(0.74) (3.35) 1995-2000

CE 0.016 0.481 0.489 0.0378 1.45
(0.07) (5.39) (6.34) 1979-2001

ME 1.168 0.306 0.547 0.0229 1.05
(5.58) (3.84) (8.36) 1962-2000

PE 0.627 0.360 0.0201 0.83
(4.20) (2.52) 1992-2000
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Table B2: Test Results for Equation 2

Lags RHO T Leads Stability End Test overid
p-va p-va p-va p-va AP df A p-va End p-va df
Quarterly
CA 0269 0526 0288 0130 | *2347 5 6531 | 0.849 19984 | 0.001 3
JA 0.088 0.004 0734 0015 | *1141 5 6405 | 0153 19983 | 0.005 4
AU 0001 0.000 0.000 0.926 *813 2 4562 | 0980 19983 | 0.000 5
FR 0124 0.000 0.006 0.005 | *2749 4 4150 | 1.000 19983
GE 0039 0.045 0580 0916 641 6 4668 | 0874 19984 | 0.000 6
IT 0.000 0.000 0.000 0.009 | *13.92 4 4150 | 0.704 19983 | 0.000 4
NE 0128 0.076 0000 0.188 *881 4 1878 | 0.901 19984 | 0.004 3
ST 0045 0.020 0.009 0.903 311 5 1000 | 0717 19983 | 0.022 4
UK 0012 0.065 0037 0.155 198 5 6405 | 1000 19983 | 0.161 3
Fl 0147 0275 0112 0462 | *10.93 4 2306 | 0.805 19983 | 0.000 3
AS 0481 0408 0.009 0.154 6.72 5 6281 | 0966 19982 | 0.300 3
SO 0032 0.008 0001 0238 | *10.34 5 9149 | 0.935 19983 | 0.000 4
KO 0920 0.648 0241 0.203 592 4 3117 | 0448 19984 | 0.040 3
Annual

BE 0483 0201 0184 0.539 321 3 6370 | 0.719 1996 0220 4
DE 0404 0014 0485 0.278 547 5 5009 | 0379 1998 0.022 3
NO 0118 0.034 0033 0.696 *712 3 7.367 | 1.000 1998 0.360 4
SW 0001 0006 0.039 0.220 314 3 5898 | 0613 1998 0.043 4
GR 0338 0.000 0.000 0253 | *12.76 4 6.859 | 0.424 1998
IR 0.031 0.077 0539 0338 | *1055 5 4592 | 0.714 1998 0.003 3
PO 0952 0816 0.046  0.069 399 5 6.370 | 0.800 1995 0229 3
Sk 0.069 0106 0001 0403 | *2327 4 7.367 | 1.000 1998 0191 3
NZ 0102 0.023 0628 0228 | *1142 4 7.367 | 0.941 1998 0345 3
SA 0496 0722 0.093 0.887 204 3 3812 | 0.500 1998
VE 0958 0.653 0016 0.086 | *11.82 3 7.367 | 0.500 1998
CO 0983 0030 0016 0.091 067 5 1.000 | 0.040 1998
SY 0736 0.003 0041 0.288 517 3 5898 | 0.742 1998
1D 0590 0.012 0000 0.738 | *13.32 4 5898
MA 0022 0011 0651 0.986 297 4 3104 | 0.000 1998
PA 0172 0.053 0326 0649 | *17.01 3 2469 | 0.409 1998
PH 0913 0842 0001 0905 | *1086 4 7.893 | 0.771 1999
TH 0591 0121 0322 0.327 500 3 7.367 | 0.000 1998
CH 0265 0.864 0.058 0.000
CE 0664 0.001 0000 0.012 084 3 1417
ME 0006 0.004 0565 0.958 302 3 7367 | 0176 1998
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Table B3: Coefficient Estimates for Equation 3
logl =ay +azlogl_1 +azlogY + agRS + asRB

ay ap as ag as SE DwW

Quarterly
CA -0.419 0.895 0.126 -0.0010t 0.0220 1.35
(-2.58) (26.40) (3.04) (-1.22) 1966.1-2001.4
JA 0.291 0.923 0.045 -0.0026 0.0211 1.74
(3.01) (34.13) (1.51) (-2.52) 1966.1-2001.3
AU 0.748 0.732 0.165 -0.0073 0.0377 2.27
(3.13) (11.91) (3.05) (-2.60) 1970.1-2001.3
FR 0.252 0.955 0.021 -0.0025t 0.0138 1.26
(2.56) (39.72) (1.08) (-4.76) 1971.1-2001.3
GE 0.101 0.893 0.088 -0.0027 0.0343 2.30
(0.46) (23.39) (2.17) (-1.07) 1970.1-2001.4
IT 0.318 0.914 0.051 -0.0017t 0.0149 1.49
(2.44) (31.16) (2.72) (-4.31) 1971.1-2001.3
NE 0.069 0.743 0.221 -0.0086t 0.0287 2.66
(0.24) (12.47) (3.62) (-3.32) 1978.1-2001.4
UK -0.155 0.840 0.153 -0.0042t 0.0262 212
(-1.12) (22.03) (3.96) (-4.06) 1966.1-2001.3
Fl 0.050 0.949 0.038 0.0445 2.10
(0.18) (32.02) (1.45) 1976.2-2001.3
AS 0.071 0.904 0.080 -0.0024 0.0281 161
(0.83) (25.58) (2.66) (-2.69) 1966.1-2001.2
SO -0.404 0.969 0.070 -0.0073t 0.0362 224
(-2.33) (67.07) (3.09) (-4.33) 1961.1-2001.3
KO 0.953 0.044 0.0475 154
(29.24) (1.03) 1974.1-2001.4

Annual

BE 0.018 0.711 0.265 -0.0217 0.0483 1.89
(0.06) (7.96) (3.23) (-4.79) 1962-1998
DE 1.028 0.684 0.112 -0.0142 0.0685 179
(1.86) (6.45) (1.27) (-3.55) 19672000
NO 0.213 0.919 0.042 -0.0049 0.0660 1.68
(0.99) (9.74) (0.67) (-1.24) 19622000
Sw 0.083 0.737 0.196 -0.0043 0.0567 111
(0.25) (6.15) (2.12) (-1.29) 1965-2000
GR 0.556 0.481 0.421 -0.0169 0.0841 1.84
(1.03) (3.94) (3.63) (-3.69) 1963-2000
IR 0.259 0.839 0.124 -0.0074 0.0845 155
(0.54) (6.19) (0.97) (-1.18) 1968-2000
PO -0.766 0.524 0.495 -0.0106 0.0672 1.22
(-2.09) (3.88) (3.63) (-3.73) 1962-1998
SP 0.061 0.783 0.196 -0.0086 0.0571 117

(0.15) (8.69) (1.88) (-3.31) 1962-2000
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Table B3: Coefficient Estimates for Equation 3
logl =ay +aplogl_1+azlogY + agRS + asRB

ay az as aq as SE DW

NZ -1.439 0.598 0.477 -0.0055 0.0758 115
(-1.78) (4.28) (2.70) (-1.43) 1962-2000

SA -0.147 0.747 0.215 0.1724 1.67
(-0.19) (6.41) (1.08) 1970-2000

VE -1.834 0.604 0.541 -0.0050 0.1614 1.20
(-1.49) (5.24) (2.60) (-2.28) 1962-2000

(6(0] -0.735 0.634 0.375 0.1120 1.18
(-0.77) (3.68) (1.75) 1971-2000

JO -0.353 0.580 0.396 0.1402 1.28
(-0.13) (2.09) (0.80) 1987-1998

SY -0.680 0.758 0.269 0.1738 1.29
(-0.70) (6.57) (1.61) 1965-2000

1D -2.050 0.570 0.587 0.0482 1.46
(-3.36) (4.52) (3.45) 19621997

MA -0.898 0.638 0.406 0.1516 1.03
(-1.03) (4.34) (2.10) 1972-2000

PA 0.199 0.767 0.152 0.0637 1.48
(0.58) (7.20) (1.26) 1974-2000

PH -0.541 0.770 0.289 -0.0141 0.1125 1.16
(-1.05) (6.92) (1.97) (-3.04) 1962-2001

TH -0.332 0.771 0.242 0.1216 0.86
(-0.66) (5.85) (1.40) 1962-2000

CH -1.535 0.340 0.767 -0.0074 0.0892 0.89
(-1.55) (2.12) (2.12) (-0.55) 1984-1999

ME -0.765 0.410 0.577 0.0979 114
(-1.46) (3.22) (4.25) 1962-2000

PE 0.565 0.380 0.1053 124

(2.79) (217 1992-2000
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Table B3: Test Results for Equation 3
Lags RHO T Leads Stahility End Test overid
p-va p-va p-va p-va AP df A p-va End p-va df
Quarterly
CA 0.000 0.000 0.010 0.025 *851 4 6.531 1.000 19984 | 0.001 4
JA 0106 0.000 0000 0.272 | *20.85 4 6.405 | 0.619 1998.3
AU 0.057 0.002 0.679 0.677 *12.41 4 4.562 0.853 1998.3 | 0.059 4
FR 0.000 0.000 0615 0004 | *10.78 4 4150 | 0.806 19983 | 0.003 4
GE 0.033 0.005 0.000 0.138 582 4 4.668 1.000 1998.4
IT 0003 0.002 0051 035 | *10.75 4 4150 | 0.908 19983 | 0424 4
NE 0.000 0.000 0016 0.271 244 4 1878 | 1.000 19984 | 0031 4
UK 0.264 0619 0.003 0.186 479 4 6.405 | 0.907 19983 | 0.054 4
Fl 0382 0.007 0000 0005 | *19.17 3 2306 | 0922 19983 | 0.000 5
AS 0.011 0.000 0.192 0.216 587 4 6.281 0.521 1998.2 | 0.047 4
SO 0179 0162 0000 0.369 *765 4 9149 | 0464 19983 | 0.001 4
KO 0.008 0.028 0.000 0.092 570 3 3117 0.655 19984 | 0014 5
Annual

BE 0550 0.768 0.033 0.638 *849 4 6.370 | 0.875 1996 0.305 4
DE 0317 0633 0000 0.776 | *1210 4 5.009 | 0.724 1998 0.030 4
NO 0325 0254 0003 0.285 485 4 7367 | 0294 1998
SwW 0.000 0.000 0.381 0.362 *897 4 5.898 0.516 1998 0.001 4
GR 0798 0912 0170 0.842 *9.94 4 6859 | 0.788 1998 0236 4
IR 0.056 0.002 0.000 0.998 *10.83 4 4.592 0.929 1998
PO 0.000 0.011 0975 0.052 360 4 6370 | 1.000 1995 0.029 4
SP 0.000 0.000 0.748 0.046 *7.74 4 7.367 1.000 1998 0.059 4
Nz 0.000  0.001 0.747 0.886 *11.05 4 7.367 0.971 1998 0122 4
SA 0267 0394 0043 0.634 186 3 3812 | 0.346 1998
VE 0.000 0.004 0.000 0.933 *11.20 4 7.367 0.353 1998
CO 0.000 0.005 0.000 0.745 0.38 3 3449 | 0.000 1998
JO 0425 0.098 0.813 0.574
SY 0.034 0.000 0000 0.653 | *16.77 3 5.898 | 0.516 1998
ID 0.261 0.055 0.115 0.841 *1251 3 5.898
MA 0000 0.000 0.000 0.961 126 3 3104 | 0.000 1998
PA 0.004 0.035 0.003 0.095 182 3 2469 | 0.136 1998
PH 0.003 0.002 0.000 0.146 *12.07 4 7.893 0.029 1999
TH 0.000 0.000 0.000 0.006 422 3 7.367 | 0.000 1998
CH 0.000 0.027 0.016 0.017
ME 0002 0.000 0006 0.689 | *29.23 3 7.367 | 0.588 1998
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Table B4: Coefficient Estimates for Equation 4
logY =aj+aplogY_1 +azlogX +aglogV_q

Implied Values
Seeeq. 2.10
ay az as as P A o B SE DW
Quarterly
JA 0.240 0.147 0879 -0.0480 0571 0853 0.056 0540 0.0034 1.98
(7.38) (641) (3798 (-355) (7.78) 1966.1-2001.3
IT -0.253 0.669 0493 -0.1394 0372 0331 0421 1159 0.0059 2.04
(-2.82) (10.28) (7.34) (-463) (3.91) 1971.1-2001.3
NE 0.224 0.547 0.487 -0.0542 0453 0119 0618 0.0061 1.80
(2.36) (9.90) (8.89) (-3.39) 1978.1-2001.4
UK 0.528 0.221 0816 -0.0825 0531 0779 0106 0457 0.0058 212
(2.97) (5.33) (1896) (-2.95) (6.24) 1966.1-2001.3
AS 0.231 0.334 0710 -0.0678 0.297 0666 0.102 0.653 0.0063 1.96
(2.75) (492) (1031) (-318) (2.63) 1975.1-2001.2
Annual
Sw 0.170 0.092 0911 -0.0311 0908 0.034 0.093 0.0093 1.16
(3.34) (1.05) (10.78)  (-2.14) 1965-2000
GR 0.094 0.466 0.554 -0.0307 0534 0.058 0642 00227 120
(0.66) (5.12) (6.10) (-3.11) 1963-2000
SP 0.149 0.102 0.963 -0.0845 0.898 0.094 0764 0.0041 175
(5.59) (2.34) (25.84) (-5.79) 1962-2000
MA 0.144 0.026 0981 -0.0228 0974 0.023 0288 00131 1.78
(2.25) (0.40) (14.94) (-1.56) 1972-2000
PA -0.177 0.111 0941 -0.0317 0889 0.036 1.636 0.0045 151
(-2.29) (1.96) (1875  (-2.08) 1974-2000
Table B4: Test Results for Equation 4
Lags RHO T Leads Stability End Test
p-va p-va p-va p-va AP df x p-va End
Quarterly
JA 0.054 0.666 0.015 0.117 *21.93 5 6.405 0.331 1998.3
IT 0.633 0.315 0.623 0.000 *10.94 5 4.150 0.714 1998.3
NE 0.621 0.025 0.550 0.592 *16.02 4 1.878 0.746 1998.4
UK 0.361 0.165 0.081 0.006 *15.80 5 6.405 1.000 1998.3
AS 0.351 0.437 0.471 0.042 *12.65 5 2616 1.000 1998.2
Annual
SW 0.004 0.001 0.116 0.922 *15.27 4 5.898 0.806 1998
GR 0.000 0.001 0.105 0.550 *9.89 4 6.859 0.970 1998
SP 0.243 0.448 0.113 0.618 563 4 7.367 0.912 1998
MA 0.764 0.531 0.370 0.111 6.09 4 3104 0.833 1998
PA 0.086 0.251 0.727 0.290 548 4 2.469 0.364 1998
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Table B5: Coefficient Estimates for Equation 5
logPY = a1 +aplogPY_1+az(logW —log LAM) + aglog PM + asDP + agT

ay ap as ag as ag P SE DW
Quarterly
CA 2.023 0.726 0.214 0.028 -0.16411% 0.00025 0.704 0.0055 213
(2.65) (7.01) (2.59) (1.18) (-2.35) (1.04) (7.01) 1966.1-2001.4
JA -0.062 0.937 0.016 -0.08016  0.00035 0424 0.0076 1.99
(-2.05) (45.73) (2.27) (-3.44) (2.04) (5.30)  1966.1-2001.3
AU -0.008 0.976 0.006 -0.04696  0.00007 -0.342 0.0091 2.00
(-0.40) (62.95) (0.52) (-1.64) (0.63) (-4.01) 1970.1-2001.3
FR -0.003 0.886 0.057 0.023  -0.04437t 0.00002 0261 0.0045 1.97
(-0.16) (31.45) (2.06) (1.88) (-1.50) (0.23) (291) 1971.1-2001.3
GE 0.002 0.984 0.008t  -0.15020t 0.00008 0.0069 2.86
(0.07) (57.45) (2.23) (-2.29) (0.72) 1970.1-2001.4
IT -0.075 0.942 0.033  -0.21032f 0.00050 0.0081 1.66
(-3.43)  (140.46) (7.28) (-5.74) (3.94) 1971.1-2001.3
NE  -0.150 0.816 0.050 -0.05633t 0.00086 0.0056 1.71
(-3.26) (15.76) (4.15) (-1.94) (3.35) 1978.1-2001.4
ST -0.003 0.974 -0.11527t 0.00006 0.621 0.0019 1.29
(-0.19) (53.92) (-4.71) (0.51) (5.92) 1983.1-2000.4
UK 1.301 0.829 0.136  0.063t1 -0.302461 -0.00034 0.331 0.0081 216
(3.04) (18.48) (2.86) (6.19) (-4.64) (-1.82) (3.86)  1966.1-2001.3
FI 0.026 0.982 0.006 -0.10955t  -0.00011 0.0077 233
(1.66) (113.06) (0.79) (-3.31) (-1.16) 1976.2-2001.3
AS 1.018 0.900 0.099 0.017 -0.17668t -0.00035 -0.364 0.0133 201
(3.25) (27.35) (3.05) (1.58) (-5.73) (-3.36) (-4.48) 1966.1-2001.2
SO -0.057 0.943 0.041t 0.00045 0.237 0.0081 2.00
(-2.79)  (165.15) (8.38) (3.92) (3.03) 1961.1-2001.3
KO 0.283 0.790 0.140 0.052 -0.08799t -0.00161 0.0152 2.02
(3.01) (17.54) (3.97) (2.46) (-2.09) (-3.00) 1974.1-2001.4
Annual
BE -0.186 0.796 0.088 -0.32742f 0.00586 0.0119 0.83
(-3.11) (17.09) (3.92) (-10.10) (3.54) 1962-1998
DE  -0.062 0.805 0.152 -0.35198f 0.00245 0.0134 127
(-1.17) (18.93) (5.23) (-5.11) (1.64) 1967-2000
NO  -0.165 0.733 0.185 -1.81460t 0.00881 0.0288 1.37
(-1.25) (6.37) (2.09) (-3.90) (2.46) 1962-2000
SW 2.684 0.581 0.415 0.114 -0.32306T -0.00411 0.0153 157
(5.36) (8.87) (5.08) (4.46) (-1.83) (-2.34) 1965-2000
GR 0.840 0.989 0.166 -0.34198t -0.01821 0.0316 171
(2.74) (9.07) (2.81) (-2.37) (-2.25) 1963-2000
IR 0.004 0.795 0.187  -0.20919% 0.00091 0.0307 155
(0.03) (9.06) (3.149) (-1.69) (0.26) 1968-2000
PO -0.176 0.744 0.224  -0.28391f 0.00615 0.0296 1.66
(-1.78) (30.79) (12.76) (-2.10) (2.29) 1962-1998
SP 0.163 0.719 0.198 0.048t -0.44613t -0.00353 0.0123 1.83
(2.65) (26.53) (17.48) (2.96) (-5.99) (-2.11) 1962-2000
NZ 0.086 0.839 0.190 -0.24694t  -0.00180 0.0324 148
(0.84) (15.18) (5.37) (-2.06) (-0.64) 1962-2000
CO -0.880 0.724 0.164t -0.57726  0.02787 0.0365 211
(-1.16) (8.28) (3.69) (-3.02) (1.38) 1971-2000
JO -0.561 0.387 0.280 0.01578 0.0358 1.92
(-1.36) (1.94) (354 (1.41) 1987-1998
SY -0.153 0.888 0.097 0.00650 0.0698 1.30

(-049)  (14.09) (2.56) (0.78) 1965-2000
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Table B5: Coefficient Estimates for Equation 5

ai as as as as ag P SE DwW

MA  -0.659 0.345 0.261 -0.22406  0.01791 0.0333 1.86
(-4.65) (2.82) (4.32) (-1.92) (4.75) 1972-2000

PA -0.262 0.868 -0.71152t 0.00923 0.0306 142
(-0.69) (7.35) (-2.41) (0.92) 1974-2000

PH -0.561 0.590 0.261 0.01610 0.0511 1.63
(-2.26) (8.09) (6.18) (2.39) 1962—2001

TH -0.520 0.313 0.329 -0.32170  0.01354 0.0257 1.38
(-5.16) (3.74) (8.19) (-5.26) (5.07) 1962-2000

CH -0.915 0.688 -0.67643  0.02532 0.0583 0.52
(-1.19) (2.95) (-1.49) (1.26) 19841999

CE 0.243 0.645 0.398 -0.42155t -0.00594 0.0485 1.68
(0.75) (6.17) (3.26) (-1.72) (-0.68) 1979-2001

ME 0.019 0.479 0.512  -0.21247% 0.00520 0.0451 1.08
(0.16) (18.69) (22.19) (-1.84) (1.61) 1962-2000

e Demand pressure variable D P isU R for GE, UK, and NO; itis ZZ for CA, FI, SW, PO, SP, PA, and
ME; it is the deviation of output from trend for the rest.
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Table B5: Test Results for Equation 5
Lagsl Lags2 RHO Leads Stahility End Test overid
p-va p-va p-va p-va AP df p-va End p-va df
Quarterly
CA 0.727 0.705 0.292 0.616 697 7 6531 | 0193 19984 | 0484 5
A 0.009 0.003  0.000 *58.17 6 6.405 | 0966 19983 | 0.000 5
AU 0.275 0.003 0.004 637 6 4562 | 1.000 19983 | 0209 5
FR 0.153 0329 0976 0023 | *1584 7 4150 | 0.806 19983 | 0.027 6
GE 0.000 0.000 0.000 569 5 4668 | 0.738 19984 | 0.036 4
IT 0.074 0.064  0.075 657 5 4150 | 0520 19983 | 0.228 4
NE 0.059 0492  0.076 *917 5 1878 | 0915 19984 | 0.001 4
ST 0.001 0.000 0.000 263 5 1000 | 0170 19983 | 0.144 6
UK 0.018 0.010 0.012 0.009 | *21.53 7 6.405 | 0.907 19983 | 0.008 7
FI 0.270 0.469 0.222 *957 5 2306 | 0.727 19983 | 0.442 4
AS 0.383 0579 0745 0002 | *11.35 7 6281 | 0.735 19982 | 0.003 6
SO 0.619 0.000 0.791 *1431 5 9.149 | 0275 19983 | 0.001 6
KO 0.859 0981 0797 0.255 480 6 3.117 | 0678 19984 | 0571 5
Annual
BE 0.000 0.004  0.000 *2859 5 6.370 | 0.906 1996
DE 0.000 0.000  0.020 *9,07 5 5.009 | 0.897 1998
NO 0.004 0.009 0.031 *7.87 5 7.367 | 0.000 1998
Sw 0.011 0.000 0150 0.000 | *11.06 6 5.898 | 0.903 1998
GR 0.862 0.955 0.424 434 5 6.859 | 1.000 1998
IR 0.136 0.676 0.477 *18.37 5 4592 | 0.714 1998
PO 0.675 0.471 0.346 *12.72 5 6.370 | 0.900 1995
SP 0.450 0.041 0617 0.753 *923 6 7.367 | 0.588 1998
NZ 0.024 0.114  0.132 506 5 7.367 | 0.853 1998
CO 0.980 0.663 0.794 424 5 3449 | 1.000 1998
JO 0.581 0.447  0.958
SY 0.011 0.050 0.002 *16.33 4 5.898 | 0.516 1998
MA  0.017 0.000  0.002 *21.10 5 3.104 | 0.667 1998
PA 0.089 0.334 0.084 *7.47 4 2469 | 0.955 1998
PH 0.201 0.030  0.058 *15.73 4 7.893 | 0.829 1999
TH 0.316 0.152  0.065 *7.77 5 7.367 | 0.559 1998
CH 0.000 0.000 0.000
CE 0.092 0.348  0.535 *16.69 5 1417
ME 0.015 0.075 0.007 *14.65 5 7.367 | 0.294 1998
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Table B6: Coefficient Estimates for Equation 6
log{M1/(POP - PY)| = ay +aplog{M1/(POP - PY)|_1 +azloglM1_1/(POP_q - PY)]
+aqRS + aglog(Y/POP)

ai as as ag as P SE Dw
Quarterly

CA -0.289 0.932 -0.0043 0.102 0.0259 2.30
(-2.52) (54.98) (-3.63) (4.46) 1968.1-2001.4

FR 0.222 0.969 -0.0020t 0.007 0.0230 2.16
(1.61) (28.04) (-2.84) (0.22) 1971.1-2001.3

GE -0.319 0.970 -0.0024 0.069 0.0181 2.06
(-1.68) (55.27) (-2.96) (1.83) 1970.1-2001.4

NE -1.228 0.814 -0.0043 0.340 0.0185 2.18
(-2.69) (12.63) (-2.95) (2.86) 1978.1-2001.4

ST 0.116 0.904 -0.0093 0.074 -0415  0.0277 1.76
(0.88) (38.50) (-6.31) 1.27) (-3.71) 1983.1-2000.4

UK 0.113 0.979 -0.0030 0.005 0.0143 2.02
(0.78) (85.73) (-5.90) (0.45) 1970.1-2001.3

Fi -0.475 0.874 -0.0033 0.188 0.0393 222
(-1.43) (22.47) (-2.11) (2.61) 1976.2-2001.3

AS -0.587 0.905 -0.0057 0.164 0.0218 1.82
(-5.02) (52.06) (-5.49) (5.88) 1966.1-2001.2

KO 0.169 0.842 0.114 0.0641 2.25
(1.87) (13.72) (2.06) 1974.1-2001.4

Annual

BE 2.825 0.640 -0.0070 0.034 0.0244 1.90
(3.59) (6.57) (-4.13) (2.93) 19621998

DE -0.889 0.706 -0.0071 0.412 0.0530 237
(-1.86) (8.97) (-2.15) (2.87) 1967-1999

SW 0.765 0.585 -0.0015 0.209 0.0397 161
(2.97) (2.98) (-0.64) (1.62) 1971-2000

IR -0.169 0.423 -0.0119 0.516 0.1267 1.77
(-0.07) (1.62) (-0.60) (1.37) 1983-2000

PO -1.075 0.892 -0.0058 0.232 0.1380 1.53
(-1.49) (9.64) (-1.32) (1.61) 1962-1998

SP 0.575 0.813 -0.0022 0.113 0.0444 1.26
(2.50) (7.83) (-0.88) (1.08) 1962-2000

NZ 0.781 0.739 -0.0043 0.139 0.0758 121
(0.64) (9.18) (-1.03) (1.38) 1962—2000

VE -5.312 0.607 -0.0058 1111 0.1504 213
(-2.58) (6.59) (-3.73) (3.20) 1962—2000

1D -0.863 0.538 0.494 0.0470 2.00
(-3.76) (4.22) (4.17) 1962-1997

PA -0.735 0.369 -0.0161 0.667 0.0520 1.72
(-2.52) (2.31) (-2.39) (3.53) 1974-2000

PH -0.344 0.767 -0.0082 0.230 0.0824 221

(-1.09) (8.62) (-2.05)  (2.16) 1962-2001
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Table B6: Test Results for Equation 6
NvsR Lags RHO T Stability End Test overid
p-va p-vad p-vad  p-va AP df p-va End p-va df
Quarterly
CA 0.123 0.202 0.005 0.629 *856 4 6.531 | 0.622 19984 0228 5
FR 0.359 0535 0417 0.378 *7.99 4 4150 | 0429 19983 0.147 4
GE 0.878 0489 0.809 0.009 *872 4 4668 | 0126 19984 0420 4
NE 0.425 0.647 0550 0.028 325 4 1878 | 0.000 1998.4 0519 5
ST 0.903 0.074 0.026 0.432 396 5 1000 | 0.264 1998.3 0275 5
UK 0.000 0.262 0.601 0.036 369 4 4562 | 0314 1998.3 0.203 4
Fl 0.268 0293 0.000 0.000 | *16.36 4 2306 | 0.792 1998.3 0.005 4
AS 0.482 0.707 0.733 0.943 559 4 6.281 | 0615 1998.2 0.503 4
KO 0.480 0.114 0.108 0.415 250 3 3117 | 0310 19984 0219 5
Annual

BE 0.102 0322 0.026 0.000 | *10.07 4 6.370 | 0.594 1996

DE 0.038 0.392 0.224 0.006 *7.10 4 4592 | 0.933 1998

Sw 0.246 0152 0.019 0.528 316 4 3449 | 0720 1998

IR 0.954 0458 0.548 0.591 072 4 1.000 | 0.615 1998

PO 0.015 0.005 0.144 0.180 | *37.72 4 6.370 | 0967 1995

SP 0.238 0.030 0.006 0.001 *7.63 4 6370 | 0469 1998

Nz 0.735 0.073 0.000 0.088 *8.79 4 7.367 | 0.500 1998

VE 0.419 0.759 0.507 0.040 *9.03 4 7.367 | 1.000 1998

ID 0.552 0734 0952 0.713 | *15.38 3 5.898

PA 0.442 0.019 0.735 0.353 196 4 2469 | 0636 1998

PH 0.285 0.073 0412 0.219 329 4 7.893 | 0.057 1999

AN vs R: nomina versus real

logiM1_1/(POP_q - PY)].

adjustment test—either adding log[M1/(POP - PY)]_1 oOr
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Table B7: Coefficient Estimates for Equation 7
RS =a1+apRS_1+a3PCPY +agZZ + asRSGE +agRSy s

ay ap az ag as ag P SE DW
Quarterly

EU 0.17 0.872 0.052 -36.0 0.15 0.807 1.95
(0.71) (2273)  (1.30) (-4.25) (4.08) 1972.2-2001.3

CA 0.813 0.028 -11.2 0.25 0.880 1.74
(-0.01) (1880) (0.96) (-2.82) (352) 1972.2-2001.4

A -0.42 0.799 0.128 -39 0.16 0.347 0.656 2.04
(-1.26) (24.27) (4.51) (-0.45) (2.84) (3.13) 1972.2-2001.3

AU 0.21 0.773 0.041 0.13 0.04 0.762 157
(0.79) (11.82) (1.20) (2.20) (112) 1972.2-1998.4

FR -0.33 0.732 0.041 021 0.17 0.872 157
(-117)  (17.61)  (1.45) (452) (361 1972.2-1998.4

GE 0.20 0.852 0.079 -43.7 0.17 0.878 1.98
(0.71)  (20.36) (1.85)  (-4.76) (4.28) 1972.2-1998.4

IT 1.56 0.800 0.117 -18.8 0.383 1.041 1.92
(2.42) (1450) (3.65)  (-2.06) (3.43) 1972.2-1998.4

NE 0.04 0.584 -234 0.30 0.17 0.901 191
(0.14) (6.14) (-3.37) (3.12) (3.76) 1978.1-1998.4

ST 0.30 0.929 -1.7 0.316 0.578 2.01
(1.29) (18.62) (-0.25) (2.39) 1983.1-2000.4

UK 0.14 0.810 0.050 -145 0.24 0.975 1.56
(045)  (1857) (260) (-3.07) (451) 1972.2-2001.3

FI -0.15 0.931 0.11 0.156 1.025 1.98
(-0.35)  (23.22) (210) (136)  1976.2-1998.4

AS 0.07 0.907 0.012 -10.6 0.14 1.094 1.93
(021) (27.92) (054) (-1.67) (2.56) 1972.2-2001.2

SO 0.89 0.902 -12.5 0.09 0.433  1.098 2.00
(0.90) (18.77) (-1.80) (114) (412 1972.2-2001.3

KO 1.05 0.844 0.080 -19.9 0.11 1.612 1.62
(195 (1871 (363) (-358) (1.65) 1974.1-2001.4

Annual

BE 0.21 0.453 0.60 1.482 2.25
(0.22) (3.77) (4.69) 1972-1998

DE 0.52 0.647 0.50 2.448 2.19
(0.36) (5.03) (2.40) 1972-2000

NO 0.19 0.749 0.12 0.22 1.692 217
(0.17) (7.36) (0.80) (1.51) 1972-2000

Sw -0.89 0.748 0.45 1.867 2.49
(-0.72) (7.12) (3.18) 1972-2000

IR 2.67 0.154 0.24 0.75 2.059 1.74
(2.10) (2.20) (1.25)  (3.99) 1972-1998

PO -1.61 0.884 0.310 -42.0 2.855 194
(-1.01) (721) (372  (-1.96) 1972-1998

SP 1.90 0.553 0.192 021 3.015 241
(0.9) (305  (L.70) (0.72) 1972-1998

Nz 1.55 0.703 0.205 2.750 1.90
(1.16) (6.08)  (2.44) 1972-2000

ID 211 0.582 0.226 2.981 1.56
(0.76) (309 (159 1972-1997

PA 245 0.576 0.145 1.201 2.50
(2.88) (4.30)  (3.00) 1974-2000

PH 1.73 0.677 0.160 0.23 2.814 142

(0700 (577  (2.70) (1.04) 1972-2001
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Table B7: Test Results for Equation 7
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Lags RHO T Stability End Test overid
p-va p-va p-va AP df A p-va End p-va df
Quarterly
CA 0.001 0.087 0.108 563 5 3757 0.926 1998.4 0001 5
A 0.698 0.560 0.354 415 6 3.662 1.000 1998.3 0134 6
AU 0.318 0.003 0.170 6.68 5 2696 0122 5
FR 0.270 0.213 0.019 412 5 2.696 0.048 5
GE 0.375 0.719 0.183 414 5 2696 0.027 5
IT 0.468 0.228 0.568 278 5 2.69 0.404 1998.3 0.024 6
NE 0.428 0.333 0.000 *14.04 5 1154 0.003 5
ST 0.252 0.770 0.007 465 4 1.000 0.906 1998.3 0.004 6
UK 0.188 0.029 0.117 6.32 5 3662 0.957 1998.3 0.056 5
Fl 0.832 0.425 0.481 409 4 1555 0092 5
AS 0.131 0.776 0.530 339 5 3568 1.000 1998.2 0.005 5
SO 0.840 0.905 0.323 *9.79 5 3.662 0.032 1998.3 0.002 6
KO 0.118 0.001 0.755 *10.97 5 3117 1.000 1998.4 0117 5
Annual
BE 0.143 0.365 0.600 0.65 3 2469
DE 0.254 0.454 0.047 287 3 3104 0.917 1998
NO 0.284 0.631 0.550 *727 4 3104 0.667 1998
Sw 0.166 0.126 0.916 117 3 3104 0.958 1998
IR 0.924 0.803 0.088 499 4 2469
PO 0.409 0.936 0.431 322 4 2469
SP 0.377 0.114 0.478 178 4 2469
NZ 0.811 0.748 0.161 *14.06 3 3.104 0.708 1998
ID 0.277 0.341 0.746 149 3 2179
PA 0.090 0.025 0.412 077 3 2469 0.818 1998
PH 0.061 0.109 0.203 *12.39 4 3449 0.520 1999
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Table B8: Coefficient Estimates for Equation 8
RB — RS_2=a1+a2(RB_1 — RS_2) +a3(RS — RS_2) +a4(RS_1 — RS_2)

ay az as ag P SE DwW
Quarterly

EU 0.087 0.924 0413 -0.389 0.4378 1.85
(1.52) (28.98) (393) (-3.02 1970.1-2001.4

CA 0.112 0.908 0418 -0.375 0.4388 2.02
(2.30) (33.06) (4.20) (-3.05) 1966.1-2001.4

JA 0.023 0.913 0.447  -0.489 0.3854 214
(0.58) (23.39) (2.72) (-2.06) 1966.1-2001.3

AU 0.039 0.957 0132 -0.041 0.39% 0.2714 191
(0.57) (28.26) (1.13) (-0.48) (4.17) 1970.1-1998.4

FR 0.075 0.871 0346 -0.170 0.343 04144 1.99
(097) (1394) (258) (-1.36) (272 1971.1-1998.4

GE 0.093 0.916 0.458 -0.435 0.4617 1.93
(150) (27.79) (438) (-3.37) 1970.1-1998.4

IT -0.073 0.722 0451 -0.273 0469 0.5830 201
(-0.70) (8.38) (366) (-2.35) (3.68) 1971.1-1998.4

NE 0.067 0.917 0.245 -0.136 0.4119 177
(1.03) (25.54) (261) (-151) 1978.1-1998.4

ST 0.004 0.972 0413 -0.398 0.2658 1.95
(0.11) (38.91) (4.16) (-2.99) 1983.1-2000.4

UK 0.026 0.966 0379  -0.399 0.4940 1.59
(053) (3958) (243) (-2.07) 1966.1-2001.3

AS 0.094 0.906 0483 -0417 0.5273 1.74
(1.66) (2432) (397) (-3.20) 1966.1-2001.2

SO 0.177 0.922 0.802 -1.072 0.6412 1.96
(2.25) (29.80) (3.74) (-3.63) 1961.1-2001.3

KO 0.124 0.920 0.327 -0.083 1.1602 2.07
(0.76)  (18.38) (1.96) (-0.42) 1974.1-2001.4

Annual?

BE 0.541 0.742 0.399 0.7780 147
(190) (657) (5.21) 1962-1998

DE 0.311 0.747 0.434 1.3221 1.67
(1.05) (5.74) (4.38) 1967-2000

NO 0.012 0.837 0.438 0.6850 1.64
(0.11) (8.00) (5.58) 1962-2000

IR 0.501 0.528 0.483 1.2667 1.48
(1.85) (3.99) (5.74) 1968-1998

PO 0.109 0.715 0.431 1.4529 171
(0.45) (6.38) (4.96) 1962-1998

NZ -0.196 0.768 0.371 1.0138 2.39
(-0.98) (6.99) (5.07) 1962-2000

PA -0.082 0977 -0.024 0.8754 191
(-045) (15.42) (-0.21) 1974-2000

TH  -0.015 0.830 0.351 1.1652 215
(-0.06) (7.75)  (4.70) 1978-2000

4For annual countriesag iszero and RS_1 rather than RS_ 5 is subtracted from the other
variables.
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Table B8: Test Results for Equation 8
9Restr. Lags RHO T Leads Stability End Test overid
p-va p-va p-vd p-vd p-vd AP df A p-va End p-va df
Quarterly
CA 0.023 0.053 0900 0.317 0.034 338 4 6531 | 0807 19984 | 0.105 5
A 0061 0241 0503 0735 0.088 143 4 6.405 | 0636 19983 | 0.130 5
AU 0.564 0118 0691 0.011 0.333 266 5 3475 0.028 6
FR 0377 0562 0800 0287 0.382 287 5 3117 059 6
GE 0.205 0.014 0059 0266 0.230 459 4 4668 | 0.757 19984 | 0.023 5
IT 0831 0902 0806 0.905 0.807 584 5 3117 0955 6
NE 0407 0407 0123 0649 0443 229 4 1154 0.074 5
ST 0.007 0.007 0890 0.898 0.017 254 4 1000 | 0208 19983 | 0.017 5
UK 0945 0503 0.040 0.007 0.917 6.15 4 6.405 | 1.000 1998.3 | 0.004 5
AS 0.111 0.179 0.010 0169 0197 | *9.62 4 6.281 | 0581 19982 | 0.098 5
SO 0217 0020 0305 0130 0.210 515 4 9149 | 0109 19983 | 0.128 5
KO 0.976 0.85 0621 0.024 347 4 3117 | 0563 19984 | 0.038 5
Annual

BE 0252 0080 0.03 0003 0666 | *654 3 6.370
DE 0968 0.834 023 0010 055 | *9.44 3 5009 | 1.000 1998
NO 0077 0042 0245 0046 0.841 444 3 7367 | 0500 1998
IR 0.645 0593 0.026 0001 0751 | *9.11 3 3812
PO 0003 0001 0156 0.008 0.335 447 3 6.370
Nz 0.160 0.000 0005 0572 0.351 198 3 3.626 | 0.588 1998
PA 0561 0636 0829 0004 0628 | *7.78 3 2469 | 0409 1998
TH 0.058 0305 0644 0883 0.916 375 3 1417 | 0.889 1998

4 RS_» added for the quarterly countries; RS_1 added for the annual countries.
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Table B9: Coefficient Estimates for Equation 9
AlogE = ay + Allog(PY/PYys) —l0g E_1]
+.25)8log[(1 + RS/100)/(1+ RSy 5/100)]

or
AlogH = a1 + Allog(PY/PYgEg) —log H_1]
+.25A8log[(1 + RS/100)/(1+ RS /100)]

ay A AB P SE DW

Quarterly
EU -0.011 0.088 -1.891 0.201 0.0485 2.00
(-1.49) (2.12) (-1.53) (2.79) 1972.2-2001.4
CA 0.021 0.050 -1.323 0.314 0.0163 2.01
(6.90) (-2.26) (3.52) 1972.2-2001.4
JA -0.109 0.050 -1.318 0.316 0.0505 194
(-13.30) (-1.22) (3.45) 1972.2-2001.3
AU 0.002 0.050 0.512 0.0045 219
(2.12) (6.25) 1972.2-1998.4
FR -0.003 0.195 0.221 0.0197 2.04
(-0.75) (3.48) (1.94) 1972.2-1998.4
GE -0.014 0.088 -1.749 0.303 0.0490 1.98
(-1.74) (2.00) (-1.38) (2.77) 1972.2-1998.4
IT 0.014 0.050 0.337 0.0333 1.95
(2.94) (3.67) 1972.2-1998.4
NE -0.003 0.050 -0.705 0.0050 132
(-5.08) (-3.10) 1978.1-1998.4
ST -1.528 0.233 0.0165 164
(-3.15) (3.15) 1983.1-2000.4
UK -0.003 0.050 -0.799 0.0439 1.43
(-0.39) (-1.11) 1972.2-2001.3
FI 0.002 0.088 -0.496 0.419 0.0291 2.02
(0.25) (1.25) (-0.42) (3.12) 1976.2-1998.4
AS 0.024 0.053 0.246 0.0393 201
(1.81) (1.35) (241) 1972.2-2001.2
SO 0.088 0.050 0.0573 1.60
(16.65) 1972.2-2001.3
KO 0.015 0.059 0.316 0.0479 191
(2.06) (1.62) (3.14) 1974.1-2001.4

Annual

BE 0.003 0.168 0.0287 1.39
(0.36) (2.15) 1972-1998
DE -0.327 0.071 0.0286 1.02
(-0.52) (0.55) 1972-2000
NO -0.567 0.118 0.0484 157
(-1.60) (1.67) 1972-2000
SwW -1.377 0.288 0.0651 184
(-2.78) (2.86) 1972-2000
GR 0.038 0.339 0.0657 0.96
(1.14) (2.07) 1972-2000
IR 0.029 0.176 0.0610 0.96
(1.73) (1.42) 1972-1998
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ay A 1B P SE DwW
PO 0.095 0.286 0.0968 0.57
(5.09) (1.15) 1972-1998
SP 0.040 0.179 0.0720 127
(2.27) (1.23) 1972-1998
Nz 0.099 0.077 -2.601 0.1002 111
(1.10) (0.48) (-1.32) 1972—2000
VE -0.849 0.489 0.2324 0.96
(-2.06) (2.49) 1972—-2000
JO -0.152 0.445 0.1033 1.20
(-1.72) (2.54) 1987-1998
PH -1.247 0.366 0.0977 1.19
(-2.36) (2.50) 1972-2001
Table B9: Test Results for Equation 9
9Restr. Lags RHO T Stability End Test overid
p-va p-va p-vd p-va AP df A p-va End p-val df
Quarterly
CA 0.142 0.730 0420 0.060 413 3 3757 | 0.362 1998.4 0182 7
A 0.144 0853 0.399 0.035 398 3 3662 | 0161 1998.3 0.083 7
AU 0.001 0.009 0.062 0.000 457 2 2.696 0.004 7
FR 0499 0574 0504 0.930 121 3 269 0731 6
GE 0.910 0.654 0936 0.854 458 4 2.696 0.255 6
IT 0001 0919 0515 0.004 444 2 2.696 0.068 7
NE 0064 0285 0.001 0.000 %008 2 1.154 0.001 7
ST 0200 0100 0.216 0374 155 2 1.000 | 0.604 1998.3 0226 6
UK  0.000 0.002 0.004 0.000 *503 2 3662 | 0.753 19983 0.001 7
FI 0.232 0.787 0612 0.317 044 4 1555 0.026 6
AS 0.076 0616 0.610 0.042 190 3 3568 | 0.370 1998.2 0.170 6
SO 0.053 0.035 0.094 0.024 200 1 3662 | 0204 1998.3
KO 0.127 0415 0125 0.266 235 3 3117 | 0253 19984 0.629 6
Annual
BE 0800 0.139 0126 0958 | *2591 2 2469
DE 0.000 0004 0001 0.000 | *1665 2 3.104 | 0.625 1998
NO 0.779 0151 0315 0.909 032 2 3104 | 0.500 1998
SW 0517 0450 0.682 0.370 077 2 3104 | 1.000 1998
GR 0.004 0.002 0.001 0.001 *5.62 2 3.104 | 0125 1998
IR 0.000 0.002 0.000 0.000 *536 2 2469
PO 0.019 0.000 0.000 0.003 | *10.01 2 2.469
SP 0.003 0.047 0.003 0.009 423 2 2469 | 0500 1998
NZ 0984 0000 0.015 0827 334 3 3104 | 0458 1998
VE 0.008 0.072 0.000 0.001 | *19.84 2 3.104 | 1.000 1998
JO 0.050 0011 0.042 0831
PH 0.161 0.033 0.006 0.192 463 2 3449 | 0.400 1999

“log E_1 or log H_1 added.
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Table B10: Coefficient Estimates for Equation 10
logF = a3 l0g EE + a>(.25) log[(1 + RS/100)/(1+ RSy 5/100)]

ay az P SE DW
Quarterly

CA 0.9824 1.761 0.793 0.0096 2.28
(49.23) (3.68) (11.64) 1972.2-1997.3
JA 1.0008 1.215 0.376 0.0091 1.82
(1114.03) (6.47) (4.35) 1972.2-2001.3
AU 0.9930 1.049 0.250 0.0058 2.10
(299.71) (8.25) (2.60) 1972.2-1998.4
FR 1.0076 0.644 0.0071 1.54
(333.90) (4.78) 1972.2-1989.3
GE 0.9960 1.198 0.720 0.0032 221
(250.42) (10.89) (10.67) 1972.2-1998.4
IT 0.9977 0.984 0.0097 2.03
(274.00) (8.50) 1978.1-1998.4
NE 0.9955 1472 0.0097 2.03
(123.29) (4.84) 1978.1-1990.4
ST 1.0002 1.086 0.0030 2.23
(14732.73) (19.78) 1983.1-2000.4
UK 1.0014 1.278 0.398 0.0061 1.95
(367.01) (552) (2.76) 1972.2-1984.4
Fl 0.9942 1211 0.676 0.0071 2.63
(103.38) (4.80) (6.79) 1976.2-1989.3
AS 1.0010 1.286 0.0052 197

(491.01) (19.97) 1976.1-2001.2
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Table B11: Coefficient Estimates for Equation 11

logPX — log[PWS$(E/E95)] = ay + A[log PY — log[PW$(E /E95)]

ay A r1 02 SE DW
Quarterly
CA 0.729 1.178 -0.190 0.0173 2.06
(13.60) (14.05) (-2.27) 1966.1-2001.4
JA 0.421 1.310 -0.322 0.0139 1.93
(14.59) (16.39) (-4.09) 1966.1-2001.3
AU 0.825 0.675 0.303 0.0121 2.03
(25.20) (7.83) (3.57) 1970.1-2001.3
FR 0.732 1.165 -0.173  0.0091 2.01
(27.37) (12.85) (-1.93) 1971.1-2001.3
GE 0.757 0.870 0.114  0.0102 2.00
(29.97) (957  (1.27) 1970.1-2001.4
IT 0.606 0.896 0.091  0.0168 1.95
(14.00) (9.81)  (1.00) 1971.1-2001.3
NE 0.493 0.985 -0.010  0.0226 1.99
(6.49) (9.40) (-0.10) 1978.1-2001.4
ST 0.854 0.883 0.120 0.0096 1.94
(27.39) (6.86) (0.92) 1983.1-2000.4
UK 0.692 1.043 -0.050 0.0159 2.01
(19.00) (12.32) (-0.59) 1966.1-2001.3
Fl 0.684 0.947 0.075  0.0164 1.99
(14.14) 9720 (073 1976.2-2001.3
AS 0.511 1.186 -0.202  0.0276 2.02
(8.70) (14.10) (-2.42) 1966.1-2001.2
SO 0.757 0.841 0.132  0.0305 1.99
(13.97)  (10.70)  (1.70) 1961.1-2001.3
KO 0.274 0.996 -0.042  0.0299 1.95
(4.31) (9.46) (-0.40) 1974.1-2001.4
Annual
BE 0.411 0.803 0115  0.0217 2.06
(7.59) (468)  (0.72) 1962-1998
DE 0.588 1.093 -0.151 0.0193 171
(10.85) (6.20) (-0.91) 1967-2000
NO 0.812 1.280 -0.327 0.0751 1.67
(2.39) (7.39) (-1.96) 1962—-2000
SwW 0.464 1.091 -0.425 0.0326 1.70
(5.31) (6.63) (-2.58) 1965-2000
GR 0.039 0.688 -0.088 0.0502 1.88
(1.92) (3.95) (-0.52) 1963-2000
IR 0.510 1.107 -0.136 0.0290 1.93
(6.35) (5.67) (-0.72) 1968-2000
PO 0.081 1.126 -0451  0.0382 2.08
(4.19) (7.36)  (-2.95) 1962-1998
SP 0.550 1.062 -0.101  0.0385 1.69
(5.87) (642)  (-0.64) 19622000

305
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Table B11: Coefficient Estimates for Equation 11

ay A p1 02 SE Dw

NZ 0.568 1.023 -0.112 0.0718 1.85
(3.27) (6.05) (-0.69) 1962-2000

co 0.870 1.099 -0.139 0.1331 1.98
(3.24) (5.49) (-0.71) 1971-2000

JO 0.076 1.003 -0.405 0.0585 2.28
0.27) (3.66) (-1.64) 1987-1998

5% 1.000 1.205 -0.226 0.1806 2.09
(7.19) (-1.36) 1965-2000

ID 0.641 0.752 -0.191 0.0564 181
(15.17) (4.17) (-1.08) 1962-1997

MA 1.000 0.858 -0.125 0.1255 1.87
(4.49) (-0.66) 1972-2000

PA 0.604 0.455 -0.214 0.0670 2.01
(7.53) (2.59) (-1.42) 19742000

TH 0.471 1.058 -0.219 0.0676 181
(2.04) (6.25) (-1.37) 1962-2000

CH 0.065 1.025 -0.318 0.0446 2.09
(1.66) (4.19) (-1.34) 1984-1999

AR 0.026 0.0520 1.42
(1.42) 1994-2001

CE 0.094 1111 -0.423 0.0456 2.18
(3.00) (5.69) (-2.14) 19792001

ME 0.085 1.140 -0.462 0.0379 2.08
(4.53) (7.58) (-3.07) 1962-2000

PE 0.003 0.1437 1.09

(0.07) 1992-2000
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Table B11: Test Results for Equation 11

Restr. Stability End Test
p-va AP df A p-va End
Quarterly
CA 0.234 383 3 6.755 | 0.000 1998.4
A 0.000 150 3 6.405 | 0.831 1998.3
AU 0.000 281 3 4562 | 0.902 1998.3
FR 0.003 | *18.22 3 4.150 | 0.388 1998.3
GE 0.000 524 3 4.668 | 0.883 1998.4
IT 0.050 *6.04 3 4.150 | 0.959 1998.3
NE 0.090 *953 3 1.878 | 0.211 1998.4
ST 0.054 262 3 1.000 | 0.151 1998.3
UK 0.371 177 3 6.405 | 0.941 1998.3
FI 0.171 *5.65 3 2306 | 0.013 1998.3
AS 0.000 136 3 1915 | 0.299 1998.2
SO 0.055 176 3 9.149 | 1.000 1998.3
KO 0.000 416 3 3117 | 0.874 1998.4
Annual

BE 0.001 *781 3 6.370 | 0.844 1996
DE 0.619 122 3 5009 | 0.793 1998
NO 0.000 *14.62 3 7.367 | 0.088 1998
SW 0013 | *1093 3 5898 | 0.452 1998
GR 0.000 438 3 6.859 | 0.364 1998
IR 0.724 064 3 4592 | 0.429 1998
PO 0.000 359 3 6.370 | 0.667 1995
SP 0.005 317 3 7.367 | 0.853 1998
Nz 0.000 *7.39 3 7.367 | 0.588 1998
CO 0.159 172 3 3.449 | 0.880 1998
JO 0.006
SY 0.031 *6.14 2 5.898 | 0.871 1998
ID 0.004 148 3 5.898
MA 0.579 035 2 3104 | 0.583 1998
PA 0.145 373 3 2469 | 0.318 1998
TH 0.017 210 3 7.367 | 0.618 1998
CH 0.525
CE 0.323 148 3 1417
ME 0.090 165 3 7.367 | 0.706 1998

“log PY and log E added.
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Table B12: Coefficient Estimates for Equation 12
logW —log LAM = a1 + ax(logW_1 —log LAM_1) + azlog PY + aaDW + asT + aglog PY_1

ay ap as ag as P ag SE Dw
Quarterly
CA -1.054 0.887 1.222 -0.00018 0.225 -1.093 0.0090 2.02
(-221) (1743)  (9.70) (-1.81) (2.14) 1966.1-2001.4
FR -0.011 0.922 1.398 0.00009 -1.296  0.0084 1.79
(-1.01) (22.84)  (4.84) (1.30) 1971.1-2001.3
UK -1.117 0.875 0.856 -0.03818t 0.00007 -0.736  0.0106 187
(-3.30) (22.84) (13.84) (-1.05) (1.66) 1966.1-2001.3
AS  -1.263 0.867 0.751 -0.05318t  -0.00009 -0.618 0.0133 221
(-290) (19.10)  (3.86) (-1.03) (-2.69) 1966.1-2001.2
KO  -0473 0.828 0.860 -0.11013t  0.00275 -0.700 0.0312 2.16
(-300) (13.38) (3.04) (-1.46) (3.10) 1974.1-2001.4
Annual
SW  -2.568 0.543 0.419 -0.31227  -0.00467 0.036 0.0237 1.80
(-3.46) (4.15) (2.43) (-2.35) (-3.57) 1965-2000
SP -0.072 0.817 1274 -0.22570t  0.00218 -1.063  0.0189 211
(-181) (16.79)  (9.22) (-4.48) (1.88) 1962-2000

o The demand pressure variable DW for all the countriesis the deviation of output from trend.
Table B12: Test Results for Equation 12

9Restr.  Lags RHO Stability End Test overid
p-va p-va  p-va AP df A p-va End p-va df
Quarterly
CA 0904 0.029 0.099 | *21.26 4 6.531 | 0.000 19984 | 0.079 6
FR 0008 0.077 0152 | *1392 4 4.150 | 0.786 19983 | 0.059 4
UK 0837 0529 0.047 | *10.04 5 6.405 | 0568 19983 | 0.042 6
AS 0450 0.015 0128 | *13.37 5 6.281 | 1.000 19982 | 0.004 4
KO 0890 0273 0476 301 5 3117 | 0460 19984 | 0554 4
Annual
SwW 0004 0223 0622 | *1381 5 5898 | 0.774 1998
SP 0714 0967 0527 | *2881 5 7.367 | 0.706 1998

“log PY_1 added.
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Table B13: Coefficient Estimates for Equation 13
AlogJ =ay +axT +azlog(J/JMIN)_1 + agAlogY +asAlogY_1
ay az as ag as P SE DwW
Quarterly
CA 0.006 -0.00002 -0.146 0.304 0.197 0.0043 172
(3.58) (-2.35) (-4.84) (3.02 (3.46) 1966.1-2001.4
JA 0.003 -0.00001 -0.070 0.126 0.0035 2.05
(1.53) (-0.87) (-3.25) (1.93) 1966.1-2001.3
FR -0.007 0.00004 -0.193 0.507 0.0020 1.62
(-5.21) (5.03) (-4.04) (6.22) 1979.1-2001.3
GE 0.002 -0.00000 -0.148 0.084 0.0044 2.02
(1.26) (-0.29) (-3.27) (0.82) 1970.1-2001.4
IT -0.001 0.00002 -0.130 0.129 0.0052 1.99
(-0.50) (1.32) (-4.36) (2.22) 1971.1-2001.3
ST 0.011 -0.00006 -0.205 0.375 0.0037 177
(2.96) (-2.82) (-4.66) (3.36) 1983.1-2000.4
UK 0.002 0.00001 -0.166 0.098 0.533 0.0029 2.10
(0.95) (0.80) (-5.41) (2.14) (7.32) 1966.1-2001.3
FI 0.018 -0.00009 -0.323 0.260 0.314 0.0054 2.20
(3.81) (-3.09) (-7.45) (3.15) (3.19) 1976.2-2001.3
AS 0.006 -0.00001 -0.192 0.066 0.282 0.0051 2.09
(2.96) (-0.43) (-4.52) (0.88) (3.22) 1966.1-2001.2
Annual
BE -0.018 0.00045 -0.087 0.349 0.0087 1.93
(-2.83) (2.32) (-0.92) (4.02) 1962-1998
DE -0.000 0.00001 -0.262 0.384 0.0159 151
(-0.04) (0.03) (-1.74) (2.86) 1967-2000
NO -0.005 0.00013 -0.353 0.385 0.0120 0.94
(-0.73) (0.72) (-4.06) (3.12) 1962-2000
SwW -0.002 -0.00014 -0.133 0.474 0.0129 0.91
(-0.34) (-0.66) (-1.34) (4.15) 1965-2000
IR -0.027 0.00117 -0.443 0.403 0.0166 1.82
(-3.30) (3.58) (-2.98) (4.09) 1968-2000
Table B13: Test Results for Equation 13
Lags RHO Leads Stability End Test overid
p-va p-va p-va AP df A p-va End p-va df
Quarterly
CA 0.538 0.250 0.366 *10.29 5 6.531 1.000 1998.4 0262 5
A 0.051 0.455 0.434 *1311 4 6.405 0.314 1998.3 0.001 6
FR 0.003 0.000 0.102 *11.42 4 1.555 0.848 1998.3 0.001 6
GE 0.114 0.021 0.192 6.94 4 4.668 0.495 1998.4 0.000 6
IT 0.202 0.313 0.921 164 4 4150 0.816 1998.3 0.797 6
ST 0.584 0.060 0.206 6.97 4 1.000 1.000 1998.3 0.008 6
UK 0.003 0.183 0.171 *11.30 5 6.405 0.644 1998.3 0.004 6
Fl 0.000 0.000 0.052 *18.99 5 2306 0.818 1998.3 0.004 7
AS 0.000 0.001 0.277 6.25 5 6.281 0.530 1998.2 0204 7
Annual
BE 0.247 0.829 0.221 535 4 6.370 0.625 1996
DE 0.117 0.052 0.332 555 4 5.009 1.000 1998
NO 0.001 0.000 0.834 *22.46 4 7.367 0.912 1998
SwW 0.000 0.000 0.244 *24.74 4 5.898 0.806 1998
IR 0.896 0.592 0.000 6.07 4 4592 0.214 1998
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Table B14: Coefficient Estimates for Equation 14
log(L1/POPIL) = ay + apT + azlog(L1/POP1)_1 + aglog(W/PY) + asZ

ay ap as ag as SE DW
Quarterly
CA -0.003 -0.00010 0.939 0.022 0.039 0.0044 2.02
(-0.49) (-2.44) (37.43) (2.09) (1.18) 1966.1-2001.4
JA -0.010 -0.00004 0.938 0.0029 1.98
(-2.22) (-2.62) (35.87) 1966.1-2001.3
AU -0.063 -0.00021 0.724 0.078 0.0037 2.38
(-3.55) (-3.16) (8.87) (1.18) 1970.1-2001.3
GE -0.023 0.00002 0.966 0.0027 1.87
(-3.33) (2.82) (85.43) 1970.1-2001.4
IT -0.019 -0.00010 0.923 0.0040 175
(-2.65) (-1.99) (27.39) 1971.1-2001.3
ST 0.018 -0.00018 0.923 0.270 0.0041 2.07
(2.49) (-3.36) (29.28) (2.42) 1983.1-2000.4
UK -0.007 -0.00005 0.957 0.003 0.0028 1.85
(-1.95) (-0.98) (26.46) (0.14) 1966.1-2001.3
Fi -0.015 -0.00014 0.897 0.088 0.0056 243
(-2.33) (-2.39) (22.06) (2.16) 1976.2-2001.3
AS -0.012 -0.00012 0.895 0.027 0.0035 2.16
(-3.17) (-2.50) (22.98) (1.30) 1966.1-2001.2
Annual
BE -0.051 -0.00138 0.804 0.234 0.0056 1.98
(-2.16) (-1.81) (7.94) (332 1962-1998
DE -0.073 -0.00091 0.672 0.115 0.0085 1.76
(-3.57) (-2.39) (6.53) (1.49) 1967-2000
NO -0.066 -0.00045 0.753 0.628 0.0066 1.33
(-3.76) (-1.90) (10.42) (5.12) 1962—2000
SW -0.102 -0.00267 0.522 0.024 0.269 0.0065 121
(-2.81) (-3.12) (3.24) (1.10) (2.25) 1965-2000
IR -0.026 -0.00105 0.811 0.266 0.0160 2.69
(-1.39) (-1.01) (5.74) (2.50) 1968-2000
Table B14: Test Results for Equation 14
Lags log PY RHO Stahility End Test overid
p-va p-va p-va AP df A p-va End p-va df
Quarterly
CA 0.846 0.744 0.091 548 5 6.531 0.815 1998.4 0009 5
JA 1.000 0.995 442 3 6.405 0.559 1998.3 0.013 5
AU 0.006 0.032 6.32 4 4562 0.951 1998.3 0419 5
GE 0.438 0.149 213 3 4668 0.650 1998.4 0192 5
IT 0.145 0.322 *7.78 3 4.150 0.969 1998.3 0332 5
ST 0.420 0.085 *12.57 4 1.000 0.925 1998.3 0000 5
UK 0.283 0.452 270 4 6.405 0.280 1998.3 0513 4
Fl 0.006 0.007 *18.30 4 2.306 0.273 1998.3 0000 5
AS 0.166 0.394 *11.39 4 6.281 0.846 1998.2 0.097 5
Annual
BE 0.767 0.565 *1253 4 6.370 0.719 1996
DE 0.357 0.404 *12.35 4 5.009 0.621 1998
NO 0.001 0.024 315 4 7.367 0.500 1998
SW 0.000 0.016 0.016 0.35 0 0.000
IR 0.001 0.001 *11.01 4 4592 0.500 1998
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Table B15: Coefficient Estimates for Equation 15
log(L2/POP2) = ay + axT + azlog(L2/P O P2)_1 + aglog(W/PY) + asZ
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ay az as ag as SE DW
Quarterly
CA -0.002 -0.00007 0.976 0.037 0.029 0.0060 1.94
(-0.14) (-1.56) (72.97) (1.86) (0.66) 1966.2-2001.4
JA -0.033 0.00002 0.958 0.0075 2.16
(-2.02) (1.24) (43.98) 1966.1-2001.3
AU -0.083 0.00019 0.931 0.0098 2.46
(-2.55) (2.72) (33.95) 1970.1-2001.3
IT -0.295 0.00043 0.793 0.049 0.0109 223
(-3.71) (352 (14.46) (2.80) 1971.1-2001.3
ST -0.040 0.00001 0.933 0.409 0.0048 184
(-1.43) (0.18) (36.66) 372 1983.1-2000.4
UK -0.025 -0.00004 0.949 0.036 0.013 0.0035 121
(-1.02) (-0.58) (43.81) (3.23) (0.39) 1966.1-2001.3
Fl -0.022 -0.00005 0.944 0.107 0.0054 224
(-2.00) (-2.34) (42.06) (2.83) 1976.2-2001.3
AS -0.086 0.00022 0.920 0.015 0.0082 1.92
(-2.27) (2.22) (27.79) (0.35) 1966.1-2001.2
Annual
BE -0.167 0.00168 0.860 0.0077 1.85
(-1.73) (1.86) (11.19) 1962-1998
DE -0.029 -0.00012 0.923 0.214 0.0157 1.62
(-0.56) (-0.19) (14.80) (1.65) 1967-2000
NO -0.035 0.00061 0.952 0.0315 1.10
(-0.44) (0.44) (25.03) 1962-2000
IR -0.291 0.00398 0.809 0.227 0.0215 2.63
(-2.14) (2.83) (8.63) (1.29) 1968-2000
Table B15: Test Results for Equation 15
Lags log PY RHO Stability End Test overid
p-va p-val p-val AP df x p-va End p-va df
Quarterly
CA 0.701 0.000 0.821 *67.00 5 6.531 0.908 1998.4 0.000 5
JA 0.281 0.553 *12.26 3 6.405 0.619 1998.3 0133 4
AU 0.004 0.015 250 3 4562 0.696 1998.3 0.138 5
IT 0.133 0.348 0.154 523 4 4150 0.969 1998.3 0.065 5
ST 0.868 0.055 *9.46 4 1.000 0.887 1998.3 0.000 5
UK 0.000 0.000 0.007 *2719 5 6.405 0.763 1998.3 0.000 4
Fl 0.077 0.221 6.73 4 2306 0.312 1998.3 0.001 5
AS 0.903 0.929 548 4 6.281 0.615 1998.2 0381 5
Annual
BE 0.678 0.669 *17.69 3 6.370 0.406 1996
DE 0.462 0.424 *26.75 4 5.009 0.966 1998
NO 0.119 0.001 *1791 3 7.367 0.853 1998
IR 0.028 0.039 347 4 4592 0.500 1998
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Table B.5
Links Between the US and ROW Models

The data on the variables for the United States that are needed when the US model is imbedded in
the MC model were collected as described in Table B.2. These variables are (with the US subscript
dropped): EXDS, IMDS, M, MS, M95$A, M95$B, PM, PM P, PSI2, PW$, PX (= PX9), S,
TT,XS,and X95%. The P Xy s variable hereisnot the same asthe P X variable for the United States
inAppendix A. The variable hereisdenoted U S P X inthe MC model. The P X variable for the United
States is the price deflator of total sales of the firm sector.

Variable Determination

X95%y s Determined in Table B.3

PMPyg Determined in Table B.3

PWSys Determined in Table B.3

PXys Determined by an equation that is equivalent to equation 11 for the other countries. See
the discussion in Section B.6.

PEX = DEL3- PXys. IntheUSmodel by itself, PEX isdetermined as PSI1- P X, which
isequation 32 in Table A.2. This equation is dropped when the US model is linked to
the ROW model. DE L3 is constructed from thedataas PEX/P X g and istaken to
be exogenous.

PMys = PSI2y5PM Pyg. Thisisthe same as equation I-19 for the other countries.

PIM = DELA- PMys. PIM isan exogenous variable in the US model by itself. DEL4 s
constructed from the dataas PI M /P My g and is taken to be exogenous.

EX = (X95%y s + XSys + EXDSys)/1000. Thisisthe same as equation I-2 for the other
countries. EX is an exogenous variable in the US model by itself. EXDSys is
constructed from thedataas 1000E X — X 95%y, s — X Sy s and istaken to be exogenous.

Mys = 1000/ M — M Sy s —IM DSy s. Thisisthe sameasequation I-1 for theother countries.
IM DSy g is constructed from the data as 1000/ M — My s — M Sy s and is taken to
be exogenous.

M95$Ays = Mys — M9I58By . Thisisthe same as equation |-8 for the other countries.

Sus = PXys(X9$ys + XSys) — PMys(Mys + MSys) + TTys. Thisisthe same as

equation |1-6 for the other countries.

e The new exogenous variables for the US model when it is linked to the ROW model are DELS,
DEL4, EXDSys, IMDSys, M95$By s, MSys, PSI2ys, TTys, and XSys. EX and PIM are
exogenousinthe US model by itself, but endogenous when the US model islinked to the ROW model.
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Table B.6
Construction of the Balance of Payments Data: Data for Sand TT

Therelevant raw data variables are:

M$ Goods imports (fob) in $, BOP data. [IFS78ABD]
M$ Goods imports (fob) in $. [IFS71V/E]

X9 Goods exports (fob) in $, BOP data. [IFS78AAD]
X$ Goods exports (fob) in $. [IFS70/E]

MS$ Services and income (debit) in $, BOP data. [IFS78AED + IFS78AHD]
XS$ Services and income (credit) in $, BOP data. [IFS78ADD + IFS78AGD]
XT$ Current transfers, n.i.e., (credit) in $, BOP data. [IFS78AJD]

MT$ Current transfers, n.i.e., (debit) in $, BOP data. [IFS78AKD]

When quarterly data on all the above variables were available, then $$ and 7 T'$ were constructed as:
5$ = X$ +XS$— M$ — MS$+ XT$— MT$
TT$= S$—X$—XS$+M$+ MS$

where S$istotal net goods, services, and transfersin $ (balance of payments on current account) and
TT$istotal net transfersin $.

When only annual data on M$’ were available and quarterly data were needed, interpolated quarterly
data were constructed using M$. Similarly for M S$.

When only annual dataon X$' were available and quarterly data were needed, interpolated quarterly
data were constructed using X$. Similarly for XS$, XT$, and MT$.

When no data on M$' were available, then M$ was taken to be AM$, where A is the last observed
value of M$'/M$. Similarly for M S$ (where A isthe last observed annual value of M S$/M$.)

When no data on X$' were available, then X$' was taken to be A1 X$, where A is the last observed
valueof X$'/ X$. Similarly for X S$ (where 1 isthe last observed annual vaueof XS$/ X$), for XT$
(where 1 is the last observed annual value of X7'$/X$), and for MT$ (where A is the last observed
annua value of MT$/X$).

The above equations for $$ and 7' 7'$ were then used to construct quarterly datafor S$and TT$.

After dataon §$ and 7 7'$ were constructed, dataon S and T'T were constructed as:
S = E-S$

TT = E-TT$

Note from M S and X S in Table B.2 and from M S$ and X S$ above that

MS$= (PM-MS)/E

XS$$= (PX-XS)/E

Note also from Table B.2 that

M$ = (PM -M)/E

X$= (E95- PX - X95%)/E

Therefore, from the above equations, the equation for S can be written
S = PX(E9- X95%+ XS) — PM(M +MS)+TT

whichisequation -6 in Table B.3.
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